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For his generosity in bestowing his science
and his conviction on the DST-Centre of
Excellence in Climate Studies
Indian Institute of Technology, Bombay

Prof. Dev Raj Sikka, known as the “Monsoon Guru”, was born in
1932 in Jhang Mighiana, in then undivided India, now Pakistan. Prof.
Sikka joined the India Meteorological Department (IMD) in 1954
before moving to the Indian Institute of Tropical Meteorology (IITM)
in Pune in 1962, becoming its Director in 1986. His contribution to
the field of Indian Monsoon is beyond comparison. His passion for
monsoon research and his breakthroughs in monsoon science merged
the contributions of pioneers of Monsoon Meteorology—Blanford,
Elliot, Walker, Riehl, Malkus, Anantha Krishnan, Bjerknes and
Charneyto—to generate our current understanding of monsoon
science and mechanisms. He employed traditional and space-borne
observations over India within the context of well-conceived
theoretical frameworks. This led to his discovery of coherent
northward propagations of precipitation band over the equatorial
Indian Ocean at intervals of 2–6 weeks, throughout the summer
monsoon season of June to September, leading to improved
forecasting of intra-seasonal variations. Prof. Sikka’s work on the
link between the Indian summer monsoon rainfall and ENSO is the
basis of monsoon prediction by most of the state-of art dynamical
models, even today. Prof. Sikka was elected a Fellow of the Indian
Academy of Sciences in 1984, received the first Lifetime Achievement

Prof. D. R. Sikka (1932–2017)



Award in Atmospheric Science and Technology from the Ministry of
Earth Sciences in 2007, the Sir Gilbert Thomas Walker Gold Medal in
2012 and Lifetime Achievement Award from the India Meteorological
Society (IMS) in 2017. The “Monsoon Guru,” Prof. Dev Raj Sikka,
passed away on 18 March 2017 and is survived by a granddaughter,
two daughters and the community of grateful monsoon and climate
scientists.



Foreword I

As part of the National Action Plan on Climate Change (NAPCC), the National
Mission on Strategic Knowledge for Climate Change (NMSKCC) is one of the
eight national missions on climate change coordinated by Department of Science
and Technology, through its Climate Change Programme, Strategic Programmes,
Large Initiatives and Coordinated Action Enabler (SPLICE) Division. The broad
objective of NMSKCC is to build a vibrant and dynamic knowledge system that
would inform and support national action on climate change and sustainable
development.

The “DST-Centre of Excellence in Climate Studies (DST-CoECS)” at IIT
Bombay was initiated and supported by DST under the NMSKCC in January 2012
with the aim to undertake interdisciplinary, problem-driven research for end-to-end
solutions covering the causes and consequences of and responses to climate change;
to build long-term scientific capacity and systems for study of regional climate
change and climate futures; to enable the creation of a pool of multidisciplinary
researchers to serve the growing need for climate change scientists and profes-
sionals to serve R&D and policy needs in private, public and governmental insti-
tutions; and to provide critical assessments to support policy and governmental
decision-making on air and water resources and climate mitigation and adaptation
measures.

The DST-CoECS has participation of over 24 faculty members from 9 depart-
ments of IIT Bombay, who apply their expertise to interdisciplinary problems that
cross traditional academic boundaries to address climate change not only through
climate and environmental science but also through economics and engineering.
Co-advised training of over 30 Ph.D. scholars has been achieved, along with sig-
nificant enrichment through lecture series and short courses, from invited national
and international experts. It is heartening that the Centre has produced significant
research output in terms of high-impact international journal publications.

I am happy to note that the Centre is bringing out a book entitled Climate
Change Signals and Response: A Strategic Knowledge Compendium for India
which is a synthesis of the recent research findings in climate change from the
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DST-CoECS. The general scope of the book is to chronicle strategic knowledge to
inform, guide and support national- and state-level action on climate change.

I am confident that this book will serve as an invaluable tool to disseminate
scientific findings to various stakeholders including students, academicians,
industry professionals and policy makers as well as to inform general public at
large.

I would like to congratulate the DST-CoECS for having brought out such a
useful publication and thank the Editorial team and authors for their contributions to
the book.

New Delhi, India
March 2018

Dr. Akhilesh Gupta
Advisor and Head, Strategic Programmes

Large Initiatives and Coordinated Action Enabler (SPLICE)
Division and Climate Change Programme
Department of Science and Technology

Ministry of Science and Technology
Government of India
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Foreword II

Climate change signals indicate increased climate variability over the Indian region
during the last 50 years, which could accelerate during coming decades. We have
witnessed extreme temperatures, persistent droughts and frequent floods.
Urbanisation, though a worldwide phenomenon driving climate change, is starkly
visible in India. Economic growth and development impact emissions of green-
house gases and short-lived climate pollutants, which drive climate change.

India’s Nationally Determined Contributions (NDCs) submitted to United
Nations Framework Convention on Climate Change (UNFCCC) is an attestation of
our commitment to global environmental concerns. The government is committed
to enhancing investments in development programmes in sectors vulnerable to
climate change, particularly agriculture and water resources, in ecologically sen-
sitive regions.

The Department of Science and Technology is coordinating and implementing a
National Mission on Strategic Knowledge for Climate Change (NMSKCC) under
National Action Plan on Climate Change (NAPCC) with a broad objective of
building S&T capacity and training of scholars and researchers to generate new
knowledge to underpin government decision-making. Under this mission, the
DST-Centre of Excellence in Climate Studies, IIT Bombay, was established in
January 2012, with an objective to “develop a scientific understanding of regional
climate change and connect it to impacts (socio-economic, environment, resources)
and effective response (technology and adaptation)”. I am happy to see that the
Centre has performed well towards meeting these objectives and have shown good
research outcomes.

I am pleased to note that some of the key findings of the Centre of Excellence are
being brought out as a book entitled Climate Change Signals and Response: A
Strategic Knowledge Compendium for India. The book attempts to highlight
actionable outcomes from the research undertaken, encompassing emergence of
regional climate signals, their regional impacts and mitigation and adaptation
response, relevant in the Indian context.
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I compliment the editors and contributors of the book for their sincere efforts to
synthesise high-impact research findings into actionable recommendations and
policy prescriptions at national and sub-national levels.

I am confident the book will be of great use to not only researchers working in
the area of climate change but also the policy makers who would find some of the
findings useful for policy formulation purposes.

New Delhi, India
March 2018

Prof. Ashutosh Sharma
Secretary, Department of Science and Technology

Ministry of Science and Technology
Government of India
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Preface and Acknowledgements

The notion for a book synthesising strategic knowledge for climate change action in
India arose towards the end of the first phase of the Department of Science and
Technology-sponsored Centre of Excellence in Climate Studies (DST-CoECS,
2012–2017) at IIT Bombay. A group of colleagues at IIT Bombay, with diverse
expertise and backgrounds, had endeavoured for 5 years to step out of their research
comfort zones, cement working relationships with collaborators from disciplines
distinct from their own, in keeping with the governing philosophy of the Centre,
and engage with rookie Ph.D. scholars to begin to create multidisciplinary, strategic
knowledge on climate change in India. In the first phase of the Centre, a substantial
body of scientific outcomes was achieved, leading to a large number of high-impact
research publications. We then were encouraged by our chief mentor at DST,
Dr. Akhilesh Gupta, Adviser/Scientist-G and Head, SPLICE and CCP to go
beyond, to try and distil actionable recommendations from the underlying science.

Periodic engagement with the DST Expert Review Committee led alternately to
dismay and inspiration, in regard to the enormous task we had set ourselves.
The DST Expert Review Committee, especially Prof. D. R. Sikka, to whom we
dedicate this volume, injected realism into our endeavours, while providing a strong
base of conviction in our vision and work. We sincerely acknowledge Strategic
Programmes, Large Initiatives and Coordinated Action Enabler (SPLICE) and
Climate Change Programme (CCP), of the Department of Science and Technology,
both for foresight in envisaging the Centre and for a crucial seed grant, to enable its
set-up and functioning. Importantly, the grant enabled fellowships for over 20
doctoral students, who cemented academic exchange between their faculty mentors.
We convey our sincere gratitude to Dr. Akhilesh Gupta, Adviser/Scientist-G and
Head, SPLICE and CCP, for his continuous support and encouragement of the
research at the Centre. Professor Ashutosh Sharma, Honourable Secretary of DST,
has displayed a keen interest in understanding both climate change and air pollution
over India. Professor Sharma has provided encouragement through informal dis-
cussions at DST workshops and was kind enough to provide a foreword to this
book.
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At IIT Bombay, the new Interdisciplinary Programme in Climate Studies is home
to the DST-CoECS. Institute functionaries at IIT Bombay provided far-sighted and
perceptive leadership in setting up one of the first doctoral programmes in climate
studies, in India, as an independent academic unit. We thank Director, Prof. Devang
Khakhar, and then Dean, Research and Development, Prof. Rangan Banerjee, for
their mentoring of the Interdisciplinary Programme in Climate Studies. The editors
are grateful to all authors, for their contributions, and for making this a wholesome,
cooperative venture. We thank the team of student assistants, Ms. Anjana Devanand,
Ms. Piyali Chowdhury, Ms. Krishna Malakar and Mr. Kushal Tibrewal, for their
coordination efforts. Ms. Archismita Banerjee, Manager of the DST-CoECS at IIT
Bombay, has played a central role at every stage of evolution of the book from
coordinating early meetings, to helping with the concept note, to final collation of
materials. We appreciate her cordial and patient coordination efforts, which have
been central to completion of the work under the required time frame.

The process adopted in developing this book involved consultation meetings
of the author group and development of a concept note which, along with sample
chapters, was subject to review by our publishers, Springer Nature Scientific
Publishing Services (P) Ltd. The completed book manuscript was then subjected to
peer review, leading to significant and important inputs towards improvement of the
book. At Springer, our sincere thanks are due to their staff, especially Sagarika
Ghosh and Nupoor Singh, for their keen interest and time, towards discussions to
frame the scope and content of the book. The editors wholeheartedly appreciate the
professional support of Springer staff, for a rapid and smooth journey in bringing
this book to press.

The structure and framework for any such collaborative outcome are necessarily
enriched by broader conversations with peers and mentors. Among these col-
leagues, CV thanks Dr. Veena Joshi, Prof. Milind Kandlikar and Prof. Ambuj
Sagar; TM thanks Prof. Anand Patwardhan; SG and SK both thank Prof. Raghu
Murtugudde and Prof. Dev Niyogi; and SK thanks Prof. Dilip Swain and
Dr. Naresh Soora. A project of this nature necessarily involves a state of preoc-
cupation, on part of the editors, for a period of time. We thank our families for
tolerating any unwitting distraction or inattention, on our parts, during the course of
writing.

Mumbai, India Chandra Venkataraman
Trupti Mishra

Subimal Ghosh
Subhankar Karmakar
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SF6 Sulphur hexafluoride
SLCPs Short-lived climate pollutants
SMB Surface mass balance
SO2 Sulphur dioxide
SoV Social vulnerability
SPOT Satellite Pour l’Observation de la Terre
SRES Special Report on Emission Scenarios
SRTM Shuttle Radar Topography Mission
SSP Shared Socioeconomic Pathways
SST Sea surface temperature
T&D Transmission and distribution losses
TanDEM-X TerraSAR-X add-on for Digital Elevation Measurement
TBO Tropospheric biennial oscillation
TDIC Time-dependent intrinsic correlation
Tg Teragram
TIAM TIMES Integrated Assessment Model
TIMES The Integrated MARKAL-EFOM System
TOMS Total Ozone Mapping Spectrometers
UAV Unmanned aerial vehicle
UJALA Unnat Jyoti by Affordable LEDs for All
UNFCCC United Nations Framework Convention on Climate Change
UVs Utility vehicles
VSBK Vertical shaft brick kilns
WITCH World Induced Technological Change Model
WRF Weather Research and Forecasting
WTP Willingness to pay
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Introduction

Climate change has emerged as one of the defining global environmental problems
of this century, requiring an unprecedented global response, shaped by substantive
and coordinated national responses of world nations. In early October 2016, India
ratified the Paris Agreement on climate change, signalling its commitment to the
“global cause of environmental protection and climate justice”. At the national
level, India has initiated an ambitious and sustained response through the National
Action Plan on Climate Change (NAPCC), and its eight missions covering different
sectors and systems. Gaps in strategic choices can create industrial and social
structures that have significant adverse impact on environment and climate. India is
at a critical juncture in development journey and facing choices regarding tech-
nology that could have huge long-term socio-economic and competitiveness
implications. Many sectors and regions in India are highly vulnerable to climate
change impacts. These include agriculture, water resources, ecosystems, as well as
urban and rural settlements. Of particular importance is the fact that India is
strongly exposed to the risk of a number of natural hazards of climatic and
hydro-meteorological origin including, for example, extremes of temperature and
rainfall perturbation.

With this background, under the auspices of the National Mission on Strategic
Knowledge for Climate Change (NMSKCC) coordinated by the Department of
Science and Technology through its Climate Change Programme (CCP) Division, a
Centre of Excellence in Climate Studies (DST-CoECS) was established at IIT
Bombay in January 2012, with a mission to “develop a scientific understanding of
regional climate change and connect it to impacts (socio-economic, environment,
resources) and effective response (technology and adaptation)”. The core activity
of the DST-CoECS is to undertake interdisciplinary, problem-driven research for
end-to-end solutions addressing causes, consequences of and responses to climate
change towards providing critical assessments to reduce scientific uncertainty and
to support governmental decision-making on climate mitigation and adaptation
measures.

In regard to India, recent influential books have addressed contemporary Indian
climate politics and policy and long-term climate variability and climate change
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over India using observational data and analyses. A need was thus felt to bring into
focus a scientific understanding of recent climate change over India and its con-
nection to impacts (socio-economic, environment, resources) and effective response
(technology and adaptation). The objective of this book is to provide a synthesis of
research findings, in terms of strategic knowledge outcomes, in regard to the
emergence of recent regional climate signals, implications for impacts assessment
and for mitigation and adaptation response, relevant in the Indian context.
A concise interpretation is attempted to distil actionable recommendations and
policy prescriptions at national and sub-national levels. The book contains 18
chapters written by the subject experts, participating in the DST-CoECS at IIT
Bombay, from different academic disciplines and with distinct research expertise.

Underlying the book is a broad framework for the integration of regional climate
perturbation to impacts (specifically on socio-economic sectors) and responses
(adaptation and mitigation through technology response) as laid out in Fig. 1. This
integration was made towards the development of a more robust response to
regional climate change, to eventually contribute to mainstreaming the
socio-economic context of climate change in India’s development strategy. For
example, linking scientific understanding and response relates to the assessment of

Fig. 1 Integration of understanding of regional climate perturbation, impacts and responses
towards informing national policy
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vulnerability and adaptation, where projections of climate and related variables
(such as hydrological variables) need to be connected to impact models and used to
evaluate potential adaptation responses.

Part I of the book is entitled “Regional Climate Change Signals”.
Chapters in this part describe studies which provide evidence and scientific

underpinning for the emergence of recent regional climate change signals over India
and some aspects of climate response to the underlying atmosphere–ocean–land
processes. Among important signals addressed are factors affecting changes in
Indian monsoon rainfall and its extremes (floods and droughts), the effects of local
processes and factors, like land-use changes and emission of pollution particles, on
changes in summer monsoon rainfall, and hydrological scenarios, developed from
the heat waves, cold waves, prolonged fog and snowfall.

Water resources are inextricably linked with climate change, and India’s agri-
cultural output, economy and societal well-being are dependent upon the stability of
monsoon rainfall, its variability and its extremes. Changes in land use/land cover
and direct aerosol radiative forcing significantly affect monsoon rainfall in India.
This book examines the uniqueness of a computationally efficient framework,
which involves an integration of global and local factors for precipitation projec-
tions through a conjugal statistical–dynamical approach and analysis based on
synoptic scale fast responses acting over timescales of days to a month. Continental
aerosols over India alter cloud properties in diametrically opposite ways during
different monsoon years. The multidecadal gridded daily rainfall data over entire
India indicates that the trend in spatial variability of mean monsoon rainfall is
decreasing, on the contrary to that of extremes. There is a significant decline in the
monsoon rainfall over major water surplus river basins in India. It is also revealed
that the water yield in surplus river basins is decreasing but it is increasing in deficit
basins.

Future projections of climate variables highlighted in the book, based on mul-
tiple climate models and scenarios for CMIP5 data, found that a sizable part of India
will experience heat stress conditions in future. In northern India, the average
number of days with extreme heat stress condition during the pre-monsoon hot
season will reach 30. The intensification of heat waves might lead to severe heat
stress and increased mortality. The information on the differential influence of
various climate oscillations on ISMR at different scales is extracted and integrated
into the development of improved rainfall forecasting model. From the HHT-based
TDIC analysis, it is found that the strength and the nature of the association
between ISMR and large-scale climatic oscillations (such as QBO, ENSO, AMO,
EQINOO) vary with the timescales.

While global climate change in the long term (centuries) will be attributable to
greenhouse gases, a multitude of short-lived emissions, with lifetimes of a few days
to a few years, affect present-day atmosphere and climate on timescales of decades.
Changes in energy consumption and development patterns will alter the regional
profile of these emissions. The impacts of such changes on environmental resources
will be experienced on local to regional scales, on the timescale of decades.
Research which is relevant to furthering our understanding of these phenomena lies
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at the interfaces between energy use, climate modelling and the estimation of
impacts on multiple scales. The influence of short-lived climate pollutants,
specifically aerosols, is analysed on cloud modification and short-term rainfall
inhibition over India. Aerosols were shown to modulate clouds in opposing ways,
suggestive of cloud inhibition in years of deficient, but invigoration in years of
abundant monsoon rainfall. Enhancement in aerosol levels was linked to repeated
intra-seasonal short-term suppression of daily precipitation, with increases in the
frequency and length of monsoon breaks, with implications for rainfall deficit and
food grain production. Linkages borne out between enhanced air pollution and
short-term suppression of regional monsoon rainfall indicate the need for greater
synergy in policies addressing air pollution and climate change.

Throughout the Earth’s history, there have been periods of glaciation followed
by warming trends, when the glaciers retreated towards higher altitudes and lati-
tudes. The glacier ice thickness is one of the cardinal input parameters for the
estimation of the total glacier volume and future glacier evolution studies. Ice
thickness distribution and total glacier volume are estimated using spatially dis-
tributed GlapTop-2 model over the Chhota Shigri Glacier.

Oceans have large heat capacity; hence, ocean heat storage mainly controls the
timescales of variability to changes in the ocean–atmosphere system, including the
timescales of adjustment to anthropogenic radiative forcing. Energy budgets in the
surface layers, which depend on the exchange with deeper layers in the ocean,
indicate the need to consider the processes which affect the circulation and water
mass distribution in the deep ocean. The response of the climate system at decadal
and longer timescales is considered in particular. The changing climate has altered
the nearshore wave characteristics and has impacted the nearshore processes like
sediment transport dynamics. This may directly impact the coastal response and the
economic activities along the coastal belt. Links are established between the
meteorological marine climate and global dynamics with coastal processes along
the Indian coastline.

As delineated in this part, the primary signals of changing climate increase in
average global land and sea surface temperature and changes in characteristics of
cloud cover and precipitation, along with changes in coastal and glacial ecosystems.

Part II of the book is entitled “National and Sub-national Responses to
Climate Change”.

Chapters in this part describe studies related to responses to climate change in
the form of adaptation or mitigation strategies. It is essential to undertake a careful
assessment of technological solutions and adaptation measures to climate change
for effective planning and implementation, given limited resources available in
India. There are certain socio-economic, cultural and environmental factors in the
country which make it imperative for us to undertake technology assessment studies
and develop capabilities/tools for the same. Such local/regional factors, ground
realities and public perceptions could play an important role in making technology
ranking/choice. Choices regarding these technology options need to be informed by
assessments of technology characteristics, cost, performance and expected future
learning. Empirical and model-based assessments are essential for this purpose.
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Adaptation refers to making adjustments including those in lifestyles, technol-
ogy and behaviour, in order to avoid the adverse impacts of climate change,
whereas mitigation seeks to reduce greenhouse gas (GHG) and short-lived climate
pollutant (SLCP) emissions, which drive climate change. As the change in climate
is inevitable, adaptation is necessary for sustaining life on the planet. Mitigation is
crucial to avoid future over the edge climate change scenarios which might make
adaptation strategies redundant. The National Action Plan on Climate Change
(NAPCC) envisages both adaptation to and mitigation of climate change.

Adaptation in marine fishing has rarely been examined in the literature and
seldom receives media and policy attention. Adaptation in marginalised marine
fishing communities in Maharashtra is studied, using a state-level data set inclusive
of all coastal districts/villages, to understand adaptation strategies and their
socio-economic determinants in the communities of concern. It is found that the
community has intensified their efforts to increase yields and have also diversified
into other sources of livelihood. The findings suggest the need of interventions that
provide education, cooperative and financial support, through specialised credit
schemes, to the community. Socio-economic attributes crucial for adaptation are
identified, which can thereby assist in developing state-level adaptation pro-
grammes for the community.

The transport sector is a significant contributor of GHG emissions. Trends in
GHG emission from the Indian transport sector are analysed vis-à-vis transport
characteristics such as vehicle population, transport demand, fuel share and mode
share. Both top-down and bottom-up methodologies are applied for GHG emission
estimation. Fleet models which have been used in the Indian context to estimate the
age and technology of the vehicles on road are examined. Uncertainty in CO2

emission from different studies for Indian transport sector has been addressed and
attributed to the variation in the assumptions for input variables and emission
factors. Policies undertaken for the reduction in emission from the transport sector
are discussed, and gaps in emission estimation study are examined.

Adoption of biofuels and energy-efficient technologies are important mitigation
strategies. Two chapters of the book examine the policies promoting these mitigation
strategies. Biodiesel blending in India is examined, and salient features of India’s
national biofuel policy are highlighted. Biodiesel blending in India received a lot of
attention over the past decade. India’s national biofuel policy aimed at the promotion
of biofuel use made from indigenous feedstock. The current status of biodiesel
blending in India is discussed, looking at the issue of economic viability. Implications
are examined vis-à-vis rural development needs, complexity of the value chain and
grass-roots realities. Challenges in production and commercialisation fronts to meet
the country’s biodiesel blending policy requirements are examined.

Further, the role of policies in realising the energy efficiency potential in India is
addressed. Bottom-up techno-economic analyses of technologies in different
end-uses show the presence of cost-effective energy efficiency potential. The
potential of energy savings directly translates into the potential of CO2 emission
reduction. Several barriers to adoption of energy-efficient measures have been
identified, and policies have been implemented to address these barriers. Some
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of the important policies implemented in India include the standards and labelling
(S&L) programme in appliances, and the Perform Achieve Trade (PAT) Scheme in
industries and other demand-side management measures. Most of the studies report
that the impact of these policies on energy and environment and the impact on
consumer decisions have been largely overlooked. In this chapter, the impact of the
S&L programme on both energy saving and emission reduction and on consumer
decisions is presented. The cumulative emission reduction is calculated from the
rate of efficiency improvements since the launch of the programme. The impact
of the programme on consumer decisions is reported from a discrete choice
experiment. Measures to improve the effectiveness of the programme and to
enhance its contribution to energy saving and emission reduction are discussed.

The brick sector in India is of importance from its significant capacity, with an
annual production of over 250 million fired bricks. The Indian brick sector is
dominated by traditional kilns with inefficient combustion technology, which lar-
gely use coal, and sometimes combines with biomass and a host of other waste
fuels, thus providing a unique mitigation opportunity for both GHGs and
short-lived climate pollutants (SLCPs), through shifts towards more efficient
technologies. Two chapters dealing with the brick sector estimate present-day
emissions of SLCPs from brick production, and their evolution from 2015 to 2050,
under two pathways with different levels of cleaner technology evolution, thus
estimating SLCP mitigation potential. In terms of technology assessment, Bull’s
trench kilns contributed most to black carbon emissions while clamp kilns to
emissions of organic carbon, carbon monoxide and methane. Significant achievable
mitigation of SLCPs in 2050 was found possible under an ambitious prospective
policies scenario, which assumes a significant shift to non-fired brick walling
materials and large penetration of cleaner technologies like zigzag firing and ver-
tical shaft brick kilns. A cost–benefit analysis shows that SLCP mitigation cost is
significantly lower than those estimated for GHG mitigation in India.

Future climate action is embodied in Nationally Determined Contributions
(NDCs), or national pledges to reduce emissions and undertake climate adaptation
actions, given each country’s unique circumstances. Under India’s NDC, within a
framework of common but differentiated responsibilities and respective capabilities,
a broader engagement could be made, with diverse actions addressing climate
change and sustainable development. While the focus of this book, on new
knowledge arising from recent research in a single institution, may be seen as a
modest compass of scholarship, it is hoped that its utility would lie in the synthesis
of recent research findings, into strategic knowledge outcomes, relevant to policy
making in the Indian context. It is envisaged that this book would serve as a
reference point for understanding scientific advances and persisting uncertainty,
future vulnerability and response capacity of interlinked human and natural sys-
tems, as pertaining to India.

Chandra Venkataraman
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Regional Climate Change Signals



Land-Surface Feedback and Impacts
of Land-Use Change to Indian Monsoon
Rainfall

Amey Pathak, Supantha Paul and Subimal Ghosh

Abstract Indian summer monsoon rainfall (ISMR) being mainly controlled by the
large-scale oceanic processes is also influenced by the land–atmosphere interactions.
At the regional scale, land–atmosphere interactions govern the fate of precipitation by
modulating regional hydro-climate variables such as evapotranspiration, snow cover,
soil moisture, and surface temperature. The contribution of local evapotranspiration
to the precipitation in the same region is known as precipitation recycling. The
quantitative estimates of recycling in terms of regional ratio highlight the importance
of land-surface feedback in the regional precipitation. In the present chapter, we
discuss the role of land-surface feedback (through evapotranspiration) over the India
subcontinent during summer monsoon rainfall. We also discuss how a significant
change in land-surface condition due to changes in land use–land cover (LULC)
could affect the summer monsoon rainfall in India with the help of a sensitivity
experiment.
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1 Introduction

Precipitation as a system over a region is basically a response to the coupled ocean—
land–atmosphere interactions between the wide ranges of time-varying geophysical
mechanisms. Themechanismswhich influence the precipitation system over a region
are mostly governed by different large-scale processes and altered by the regional
land-surface feedbacks. However, the degree of land-surface feedback and its role in
the precipitation generation process varies considerably with the geographic location
and time. For example, globally, the subtropical and the tropical regions appear to
have a strong land–atmosphere coupling (Koster et al. 2004), of which the Indian
monsoon region is particularly more sensitive to the land-surface feedbacks. Fur-
thermore, the summer monsoon rainfall in India is known for its complexity, and
a considerable part of its complexity is governed by the land-surface feedbacks.
Therefore, any change in the land-surface processes due to either natural climate
variability or due to anthropogenic forcing such as changes in LULC type can signif-
icantly influence the monsoon variability. Hence, understanding the different land-
surface feedbacks that influence the summer monsoon rainfall in India is of utmost
importance in order to accurately model and predict the variations in the monsoon
precipitation. Therefore, in the present chapter, we emphasize mainly on the role of
land-surface feedbacks in summer monsoon rainfall in India.

2 Summer Monsoon Rainfall in India

A seasonal migration of intertropical convergence zone (ITCZ) to the northern lati-
tudes, owing to land–sea thermal contrast, brings the copious amount of atmospheric
moisture from the neighboring ocean to the Indian subcontinent. The rainfall gener-
ated by these moistures carrying winds during summer months of June, July, August,
and September (JJAS) is known as the Indian summer monsoon rainfall (ISMR).

The rainfall during themonsoon is highly variable onmany temporal (viz. intrasea-
sonal to interannual, and multidecadal) and spatial scales, due to its dependence
on multiple geophysical processes and severely affects the gross domestic product
(GDP) of India. During recent past, our understanding of the summer monsoon rain-
fall in India is considerably improved. The monsoon rainfall was earlier believed to
be affected only by the large-scale processes. However, now,with the recent advance-
ment in the monsoon research, we can say that the summer monsoon rainfall in India
is influenced by both the large-scale circulations as well as the regional land-surface
feedback mechanisms.

The different geophysical processes which altogether alter the monsoonal
circulations can be broadly categorized into the (i) large-scale processes and
(ii) the local-/regional-scale feedbacks. The large-scale processes include: El-Niño
Southern Oscillations (ENSO), Tropospheric Biennial Oscillation (TBO), Monsoon
Intraseasonal Oscillations (MISO), Madden Julian Oscillation (MJO), Indian Ocean
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Dipole (IOD), Atlantic Multidecadal Oscillation (AMO), whereas the main regional
features are: Indian Ocean Dipole (IOD), geometry of the subcontinent, orography,
tropospheric temperature variations, vegetation, soil moisture, and Eurasian snow
cover, etc.

In a broader sense, we can say that the characteristics of the rainfall received
during the summer monsoon months are actually a response to coupled ocean—
land–atmosphere interactions between to the wide range of time-varying physical
mechanisms. Furthermore, various land-surface feedbacks such as snow–precipita-
tion feedback, vegetation–evapotranspiration–precipitation feedback, soil moisture
feedback, and regional topography are also associated with the monsoon rainfall
variability. Therefore, in the present chapter, we mainly focus on the role of
land–atmosphere interactions during the summer monsoon rainfall in India. So, let
us have a look at the different land–atmosphere interaction mechanisms that exist
in the Indian monsoon system.

3 Impact of Land-Surface Feedback in ISMR

The interaction between earth’s surface and adjoining atmosphere results into mass,
momentum, and energy exchanges (Dominguez and Kumar 2008). There are various
physical and biological feedbacks (independent as well as overlapping) that exist
in the ecosystem, which regulates the characteristics of the regional climate. The
hydrological parameters that primarily control the precipitation processes are evap-
otranspiration, soil moisture, snow cover (and permafrost), and runoff, etc. These
hydrological parameters independently as well as in conjunction with each other
control the regional climate through various feedbacks.

In addition, the land use–land cover (LULC) of the region can also influence the
nature of the precipitation; for example, an urban region has more runoff and less
evapotranspiration than the vegetated grassland or forests. Table 1 provides a brief
review of the research that shows the influence of land-surface feedback on ISMR.

Here, it is important to note that although there exist various other land-surface
feedback mechanisms such as snow–albedo–precipitation feedback, soil moisture—
precipitation, land–sea thermal contrast, and other topographical features that influ-
ence the ISMR, in this chapter, we restrict ourselves to the discussion only the role
of evapotranspiration–precipitation feedback in Indian monsoon. In the next section,
we shall discuss the impact of precipitation recycling on Indian summer monsoon
rainfall.
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Table 1 Impact of land–atmosphere interactions on summermonsoon rainfall in India: the literature
review
Feedback Author Key finding Study area

Snow–precipitation Blanford (1884) Discovered the relationship
between Himalayan winter
snow cover and monsoon
rainfall in India

Indian subcontinent

Snow–precipitation Hahn and Shukla (1976) The study observed that a
significant negative
correlation exists between the
snow cover anomaly over
Eurasia during the winter and
the subsequent monsoon
rainfall in India

Eurasia and India

Snow–albedo–precipitation Yasunari et al. (1991) A moderately weak monsoon
signal is observed in the
simulations with excess snow
conducted using the five MRI
GCM runs. This weakening
in monsoon activity is
accompanied by the
development of conditions
similar to the ENSO. During
summer, the decrease in
surface temperature over the
mid-latitudes in the excess
runs results in reduction of
the total diabatic heating near
surface which is
counterbalanced by the
increased evaporation

Eurasia

Soil moisture–evapotranspi-
ration–precipitation

Meehl (1994) The role of land-surface
processes in Asian monsoon
is studied by comparing the
relative contribution of
internal feedbacks (soil
wetness) and external
conditions (albedo), using
different GCM simulation
experiments and sensitivity
experiments. A positive
feedback was observed
between soil wetness and
precipitation

Global tropics

Precipitation recycling Trenberth (1999) The recycling ratio over India
is observed to be higher
during September, October,
and November (high
evaporation months).
Whereas during the summer
season (i.e., June, July, and
August), due to moisture
transport from the southern
hemisphere, the average
recycling ratio is less

Global

Snow–albedo–precipitation Kripalani and Kulkarni
(1999)

Snow cover all-India
monsoon rainfall relationship

Indian Monsoon region

(continued)
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Table 1 (continued)
Feedback Author Key finding Study area

Snow cover–precipitation Bamzai and Shukla (1999) The inverse relationship
between the monsoon and the
snow cover is observed only
in those years when the snow
cover is anomalously
different (either high or low)
than the normal conditions.
However, it was also
concluded that the seasonal
snow cover over the
Himalaya has no significant
relation with the upcoming
monsoon rainfall

Indian summer monsoon
rainfall region

Soil moisture–precipitation Douville et al. (2002) Assessed the influence of soil
moisture on seasonal and
interannual variability of
Asian and African monsoon.
The impact of soil moisture
anomaly is significant in dry
regions such as the Indian
subcontinent and northeast
Asia. In the regions where
the role of soil moisture is
significant, the soil moisture
feedback plays an important
role during onset rather than
the boundary condition

Asian and African monsoon
region

Topography Abe et al. (2003) Studied the importance of
Tibetan Plateau in monsoon
penetration and intensity.
Maximum enhancement is
observed in 40% of the
present global orography

Asian monsoon region

Soil moisture–precipitation Koster et al. (2004) Strong soil
moisture–precipitation
feedback over the relatively
drier regions such as Indian
subcontinent, Yellow River

Global study

Aerosol–precipitation Niyogi et al. (2007) Proposed a framework and
discussed the role of aerosols
in the Indian monsoon

Indo-Ganges Basin

Snow
cover–ENSO–precipitation

Peings and Douville (2009) The snow–monsoon
relationship:
Concluded that instead of
direct snow–monsoon
relationship, the monsoon
rainfall during winter and
summer season also has a
strong teleconnection with
the ENSO

Indian summer monsoon
rainfall region

Land-use
change–precipitation

Lee et al. (2009) The discussed the relation
between the variability in
early summer monsoon
rainfall over India and its
association with irrigation or
intensification in agriculture

Indian subcontinent

(continued)
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Table 1 (continued)
Feedback Author Key finding Study area

Land-use change
(agricultural
intensification)–precipitation

Douglas et al. (2009) The agricultural changes
including irrigation modify
the mesoscale convection,
convective available potential
energy, and the rainfall in the
Indian region

Indian subcontinent

Land-use change
(agricultural
intensification)–precipitation

Niyogi et al. (2010) The study concluded the
reduction in the rainfall over
some regions in India are
associated with changes in
land-use change due to
agricultural intensification

Indian subcontinent

Soil moisture–precipitation Asharaf et al. (2011) Both positive as well as
negative feedback were
detected during the summer
monsoon season; also, the
study highlighted the
evidence of dominant
negative feedback
mechanism over the western
and northern part of India

India

Local recycling Gimeno et al. (2012) The neighboring oceanic
sources are the main sources
of water vapor for monsoon
precipitation over Indian
subcontinent. Furthermore,
the contributions from local
recycling to the precipitation
are less as compared to the
oceanic sources

Global

Local recycling Ordóñez et al. (2012) It was also observed that
recycling within western
Indian subcontinent
contributes toward the end of
summer monsoon season

Western and southern India

Vegetation (land-use
change)–precipitation

Yamashima et al. (2015) The study concluded that the
historical land-use changes
resulted into reduction in
rainfall by more than
2 mm day−1 during the onset
phase. In addition, the
land-use change has a
significant impact on
monsoon onset and the delay
of approximately four
pentads was observed over
the Indian subcontinent

Indian summer monsoon
region

Vegetation (land-use
change)–precipitation

Devaraju et al. (2015) Investigated the effects of
large-scale deforestation on
ITCZ and its implications for
the northern hemisphere and
southern hemisphere
monsoon regions. The
reduction in Indian summer
monsoon due to global
deforestation case is
maximum (18%)

Global monsoon regions

(continued)
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Table 1 (continued)
Feedback Author Key finding Study area

Urbanization–precipitation Shastri et al. (2014) The study concluded that on
an overall scale, the impact
of urbanization on extreme
precipitation is spatially
non-uniform. At zonal level,
especially over the central
India and western India, there
exists a significant impact of
urbanization on rainfall
extremes

India

4 Precipitation Recycling:
Evapotranspiration–Precipitation Feedback

The evapotranspiration over a region (land surface) supplies additional moisture
to the adjoining atmospheric column of water vapor, which contributes to the pre-
cipitable water to generate precipitation over the same region, and this is known
as ‘precipitation recycling.’ The extent, to which local source of moisture through
evapotranspiration dominates the regional precipitation, decides the potential role of
land-surface processes in regional climate. A significant variation in the land-surface
feedback mechanisms through evapotranspiration can affect regional precipitation
characteristics. Therefore, an understanding of the land-surface feedbacks and its
association with the rainfall is of major importance in any regional climate system
study. A brief introduction to precipitation recycling, its definition, and method used
to quantify its impact is described in the next subsections.

4.1 Precipitation Recycling: A Definition

The atmospheric water vapor ‘w’ (also known as precipitable water) can be defined
in terms of atmospheric water column as the vertically integrated water vapor depth
above the region of interest. As the evaporation rate is inversely proportional to
the specific humidity ‘q̄(p),’ the water vapor content can be represented as vertical
integral of specific humidity ‘q̄(p)’ from the earth surface to a height where pressure
‘p’ approaches zero:

w � 1

g

0∫

p0

q̄(p)dp (1)

where ‘g’ is acceleration due to gravity. The surface evaporation ‘E’ from land and
ocean provides water vapor to the atmosphere. The fraction of water vapor present
in the atmosphere can be classified into two categories based upon the source of
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Fig. 1 Schematic representation of various fluxes in a region

evaporation: a local or internal component and an external (also called as advective)
component, which is evaporated outside the region’s boundary. Thus, the precipitable
water present in the atmospheric moisture column is written in terms of addition of
advective ‘wa’ and local component ‘wr’ of water vapor:

w � wa + wr (2)

The precipitation generated from local component of water vapor ‘wr’ to the
same region is known as recycled precipitation ‘Pr .’ Therefore, the total precipitation
originating from these two sources (i.e., due to advection ‘Pa’ and recycling ‘Pr’)
can be written as,

P � Pa + Pr (3)

Figure 1 illustrates the schematic diagram, showing various fluxes inside region’s
atmospheric volume.Thewater vapor is being added to the atmosphericwater column
by the incoming moisture carrying winds, and evaporation ‘E’ within the region,
whereas the precipitation ‘P’ and outgoing moisture weighted winds remove the
moisture from the region. The precipitation ‘P’ over the region is composed of
recycled precipitation ‘Pr’ and advective precipitation ‘Pa,’ respectively. Here, the
advective moisture fluxes are represented by ‘Moisture Flux (in)’ and ‘Moisture Flux
(out),’ respectively.

The precipitation recycling is characterized by local recycling ratio denoted by
‘Rl,’ which is given by the ratio of recycled precipitation to the total precipitation
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at a particular grid. For example, the local recycling ratio ‘Rlm ’ at a particular grid
point ‘m’ of a uniformly spaced gridded region is given by:

Rlm � Prm
Pm

� Wrm

wm
(4)

Globally, the recycling ratio ranges from its limiting value 0 (local evaporation
contributed zero) by considering a samegrid point as source to 1 (when allwater evap-
orated from earth surface and precipitated back on the earth) by considering entire
earth as one region. The recycling ratio can be used as a diagnostic tool to quantify the
land–atmosphere interactions through evapotranspiration–precipitation feedback. A
large value of recycling ratio corresponds to the large potential of land–atmosphere
interactions.

4.2 Common Assumptions

Most precipitation recycling studies make following basic assumptions:

• In the planetary boundary layer (PBL) of earth’s atmosphere (Eltahir and Bras
1996), water vapor is well mixed. Therefore, we can write:

Pa
Pr

� wa

wr
or

Pa
P

� wa

w
or

Pr
P

� wr

w
� Rl (5)

• The mixing in the PBL occurs at very short timescales. In general, it takes about
15min forwater vapormolecule evaporating at the surface tomix in the atmosphere
up to a height of 1 km (Paluch 1979).

• At sufficiently long-time scale (monthly or longer), the change in atmospheric
moisture storage is very small compared with other moisture fluxes (Eltahir and
Bras 1994). However, at daily scale, change in atmospheric moisture storage is
non-negligible.

• Time-averaged (sub-daily, daily, monthly) data is used in the study.

4.3 Model Description: Dynamic Recycling Model (DRM)

The concept of precipitation recycling is a potential measure of understanding of
land–atmosphere interaction. In the past, studies involving precipitation recycling
and source-sink analysis have been dealt in a variety of ways, such as numerical
tracer experiments, physical analysis using the isotopes, and analytical models. A
detailed description of the precipitation recycling and model development can be
found in Budyko (1974), Lettau et al. (1979), Brubaker et al. (1993), Eltahir and
Bras (1994), Eltahir and Bras (1996), Burde and Zangvil (2001), and Dominguez
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et al. (2006). The readers are advised to go through these articles for an in-depth
understanding of the precipitation recycling. Although there are various techniques
used in the literature to quantify the impact of local evaporation to the precipitation,
here, we restrict ourselves to a physics-based bulk recycling model such as DRM
(Dominguez et al. 2006). Another reason to implement DRM in recycling studies
is its applicability at daily timescale. As the ISMR has significant variability at
intraseasonal timescale (such as active and break phase of duration ~3 to 8 Days),
hence, the timescale to be used for recycling studies of ISMR should be shorter
than month or week. Therefore, we restrict ourselves to dynamic recycling model
(Dominguez et al. 2006).

The dynamic recycling model like any other bulk recycling models is based on
conservation of atmospheric water vapor mass with the assumption of a well-mixed
atmosphere. The equation for conservation of atmospheric water vapor mass is given
by:

(Change in atmospheric moisture storage) + (zonal moisture fraction)

+ (meridional moisture fraction) � (evaporation) − (precipitation)

∂w

∂t
+

∂(wum)

∂x
+

∂(wvm)

∂y
� E − P (6)

Here, the amount of total water vapor, advective water vapor, and locally evapo-
rated water vapor present in the column of atmosphere is represented by ‘w,’ ‘wa,’
and ‘wr ,’ respectively. The moisture weighted zonal and meridional winds are repre-
sented by ‘um’ and ‘vm,’ respectively. Decomposed form of Eq. 6 for advective and
recycled components is written as,

∂wa

∂t
+

∂(waum)

∂x
+

∂(wavm)

∂y
� −Pa (7)

∂wr

∂t
+

∂(wrum)

∂x
+

∂(wrvm)

∂y
� E − Pr (8)

Here, the evaporation, precipitation, advective and recycled component of pre-
cipitation are represented by ‘E,’ ‘P,’ ‘Pa,’ and ‘Pr ,’ respectively.

The dynamic recycling model (Dominguez et al. 2006) is based on a Lagrangian
trajectory approach which runs backward in time along the trajectory of the water
vapor for a duration equal to the moisture residence time. The moisture residence
time corresponds to the time starting from the day of precipitation at location (χ ,
ξ , τ ) to ending at the day on which moisture entered the boundary of the region.
The ratio, evaporation by precipitable water, ‘ε/w’ is calculated along a trajectory
for a duration of moisture residence time. Then, the integration (Eq. 9) is performed
back in time from the current time step (‘τ ’) to the time step at which water vapor
crossed the boundary of the zone (i.e., starting point). The relative contribution of
recycled precipitation (i.e., derived from local evaporation) to total area precipitation
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is characterized by the local recycling ratio denoted by ‘R’ or ‘Rl .’ The local recycling
ratio at each grid point is given by (9) as,

R(χ, ξ, τ ) � 1 − exp

⎡
⎣−

τ∫

0

ε(χ, ξ, τ )

ω(χ, ξ, τ )
∂τ ′

⎤
⎦ (9)

The recycled precipitation value for a particular grid point is calculated by multi-
plying the local recycling ratio with total precipitation at that grid point as shown in
Eq. 5. The regional recycling ratio, a ratio of total recycled precipitation to the total
precipitation in the region for each region (zone), is given by:

Rz � Pr
P

�
∑n

i�1

(
Rli ∗ Pi ∗ �A

)
∑n

i�1 (Pi ∗ �A)
(10)

where ‘Pr’ is recycled precipitation in a region (mm), ‘P’ is total precipitation in a
region (mm), ‘Rli’ is local recycling ratio at grid point ‘i,’ ‘�A’ is the area of the
individual rectangular grid (km2), and ‘n’ is a total number of grids in a region.

4.4 Precipitation Recycling and Subcontinental
Evapotranspiration

In the context of the Indian subcontinent, it is observed that the evapotranspira-
tion increases as monsoon progresses with least amount prior to the monsoon onset
reaches its maximum during September and October. The increased evapotranspi-
ration during the monsoon can significantly contribute to the recycled precipitation.
Pathak et al. (2014) studied the role of entire subcontinental evapotranspiration to
the monsoon precipitation by applying dynamic recycling model (Dominguez et al.
2006).

Figure 2 shows the recycled precipitation (top row), local recycling ratio (middle
row), and total precipitation (bottom) at each grid point during June, July, August,
and September (JJAS). It can be seen here that the advectivemoisture from the oceans
(non-local) has a main role in monsoon initiation, but the moisture supplied from the
local evapotranspiration enhances the subsequent precipitation through recycling.
Generally, the peak of monsoon rainfall is observed in the month of July and August,
which is followed by a drastic reduction in rainfall during September. However, the
pattern of intraseasonal variations in recycling (recycling ratio) is slightly differ-
ent. The recycling ratio is observed to be increasing as monsoon progresses over
the Indian subcontinent with the highest recycling in September due to increased
evapotranspiration. Additionally, the moisture carrying winds during the September
traverses a larger extent of the land area prior to the precipitation event which results
in increased moisture residence time (τ-0 in Eq. 9) within a region. Therefore, the
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Fig. 2 Climatological mean of recycled precipitation in mm/day (top row), recycling ratio (middle
row), and total precipitation in mm/day (bottom row) over Indian subcontinent during the summer
monsoon months (JJAS) (Reproduced from: Pathak et al. 2014, under the copyright of © American
Meteorological Society)

enhancement of recycling in September month is accompanied by the weakening of
oceanic moisture flux and increased moisture residence time.

A prominent impact of recycling is observed specifically in central India, Ganges
Plain, and northeast India during August and September. Contrary to that, the pre-
cipitation over the regions such as Western Ghats and peninsular India has relatively
lower influence of recycling due to dominant moisture flux from the Indian Ocean.
We therefore can say that the precipitation recycling is an integral part of Indian sum-
mermonsoon rainfall and significantly contributes to the seasonal total and variations
within.

4.5 Precipitation Recycling and Monsoon Withdrawal

Here, it is important to note that although the precipitable water is relatively less
during the end of ISMR due to the weak moisture flux from oceans, the contribu-
tion from terrestrial evapotranspiration to the precipitable water is quite significant.
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Fig. 3 Precipitation recycling and its impact on summer monsoon withdrawal (Reproduced from:
Pathak et al. 2014, under the copyright of © American Meteorological Society)

Therefore, a higher amount of evapotranspiration over the entire subcontinent during
September provides strength to the weakened monsoon.

Pathak et al. (2014) investigated the impact of precipitation recycling onmonsoon
withdrawal. A set of summer monsoon withdrawal dates were calculated separately
by considering total precipitation (actual) and advective precipitation independently.
The monsoon withdrawal over the area was defined as cessation of rainfall activity
for continuous 5 days after September 1. Figure 3 shows the mean difference in
days (i.e., prolongation) calculated by subtracting the two time series (advective
precipitation and total precipitation) at each grid point. Here, it is important to note
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that the method used for computing withdrawal date has the limitation that it does
not consider indicators such as vertically integrated moisture transport, wind shear,
and outgoing longwave radiation.

A delay in monsoon withdrawal due to precipitation recycling by approximately
~3–5 days over the northeastern region and ~2–3 days over the eastern region is
observed by Pathak et al. (2014). In other words, we can say that precipitation recy-
cling prolongs the summer monsoon over these specific regions for few more days.

5 Impact of Land Use–Land Cover (LULC) Change
on Indian Summer Monsoon Rainfall

We have seen that land-surface feedback through evapotranspiration can contribute
significantly to the recycled precipitation. Figure 4 shows a conceptual diagram to
represent the contribution of evapotranspiration to the recycled precipitation under
most common LULC type. The regions where the prominent land cover is forest land
or the agriculture have a relatively higher rate of evapotranspiration than other LULC
types. Therefore, a significant change in the LULC due to large-scale deforestation
can result in low evapotranspiration and hence affect the rainfall.

It is observed that the Indian subcontinent has experienced a remarkable and
widespread LULC changes between two recent decades of the 1980s to the 2000s
(Fig. 5). Woody savanna (mostly forest land) which was a prominent LULC type
over central India, peninsular India, and northeast India during the 1980s has been
converted into cropland in the recent decade of 2000s. The drastic changes in the
LULC type are mostly associated with the human activities such as agricultural
intensification and large-scale deforestation.

Fig. 4 Contribution of evapotranspiration to the recycled under different land use–land cover types
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Fig. 5 a LULC classification for 1987, b and 2005, c percentage changes in leaf area index in 2005
from 1987. The LULC classification of 1987 is obtained from AVHRR, and 2005 is obtained from
MODIS. Furthermore, the simulated mean JJAS precipitation using d 1987 and e 2005 LULC and g
their differences, which are to some extent consistent with observed changes in ISMR, f Similarly,
the reduction in (h) evapotranspiration and i recycled precipitation is observed in the simulated
runs of the period 2000–10 using 1980s and 2000s LULCs (Adapted from Paul et al. 2016, under
Creative Commons Attribution 4.0 License)

Paul et al. (2016) performed the sensitivity analysis experiment using weather
research and forecasting (WRF) model to study the changes in the monsoon rainfall
as a result of LULC changes. In their experiment, the WRF model coupled with
Community Land Model (CLM4.0) was forced with two LULC type representative
experiment (the 1980s: LULCmap of 1985, and 2000s: LULCmap of 2005) to study
the changes in rainfall during summer the monsoon in India.

The simulated mean summer monsoon rainfall obtained with both the LULCs
for a time period of 2000–2010 is presented in Fig. 5d, e. The differences in
simulated precipitation estimate resulting from the two LULCs represent the changes
in precipitation due to large-scale deforestation in India. We can see that differences
in the observed rainfall are mostly negative over Ganga Basin, central India, and
northeast India (Fig. 5f), which is mostly reflected in the difference of simulated
precipitation estimates (Fig. 5g). It means that the significant decline in ISMR in
the recent decade is associated with the changes in LULCs in addition to the other
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large-scale changes. Here, it is important to note that the simulated differences do
not completely explain the changes in monsoon rainfall, and there exists significant
uncertainty in the detected LULC changes. The uncertainties are due to changes
in SST, aerosol emissions, and other large-scale circulations. In this case, we see
that the effects of an experimental large-scale LULC change in India—specifically,
the change from woody savanna to cropland—may lead to a significant decline in
ISMR. The impact of this LULC change is clearly visible over the regions where the
recycled precipitation is maximum (Fig. 2).

It is generally believed that the woody savanna has higher root depth, hence higher
water intake resulting in higher evapotranspiration compared to the cropland. There-
fore, the contribution of precipitation recycling to the seasonal rainfall is less over the
converted cropland due to the reduced evapotranspiration (Fig. 5h, i). Furthermore,
in comparison to the cropland, woody savanna has higher root depth; hence, it has
higher water intake resulting in a higher evapotranspiration rate. Here, it is worth
mentioning that the changes in LULC type lead to a low recycled precipitation, even
though the large-scale circulation in the form of moisture transport from remote
oceanic moisture sources can remain the same.

6 Conclusions

The present chapter highlights the importance of land-surface feedbacks in the Indian
summer monsoon rainfall. We believe that by improving the representation of land
surface processes in the climate model, the biases in the current generation cli-
mate model outputs can be rectified to some extent. This chapter provides the brief
description of the precipitation recycling process in the Indian subcontinent and
its association with the Indian summer monsoon rainfall. We have seen that the
precipitation recycling is an integral part of monsoon rainfall and significantly con-
tributes to the precipitation during the peak and end phase of the summer monsoon
in India. The regions such as central India, Ganga Basin, and northeast India receive
a considerable amount of precipitation through the recycling. However, the southern
peninsula, western and southeastern parts receive relatively less amount of recycled
precipitation owing to the dominance of oceanic moisture and high advection of
the evaporated moisture. The weakened monsoon during September gets its addi-
tional strength from the recycling. The precipitation recycling is also responsible for
delaying the monsoon withdrawal over eastern and northeastern part of the Indian
subcontinent.

We have also seen that alteration in the existing LULCs type can have profound
consequences in terms of changes in the precipitation amount. In the context of India,
it observed that the changes in the LULC type from woody savanna (mostly forest
land) to the cropland can result in a weakening of simulated precipitation over central
India. The reduction in the rainfall is considerably linked with the weakening of
recycling mechanism due to a reduction in the evapotranspiration under the changed
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LULC type. The other reasons that may account for this weakening in summer
monsoon rainfall are aerosols and warming of Indian Ocean SST, etc.

Furthermore, in addition to the deforestation, change in major LULC types such
as increased urbanization and large water resources structures may also contribute to
the precipitation anomaly. Hence, it is advised that sufficient sensitivity experiments
by considering different climate scenarios should be conducted before planning of
any policy-level decisions which considers such large scale of changes in the LULC
types.
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Aerosol Influences on Cloud Modification
and Rainfall Suppression in the South
Asian Monsoon Region

Prashant Dave, Nitin Patil, Mani Bhushan and Chandra Venkataraman

Abstract The South Asian monsoon (SAM) is critical to the agricultural economy
of the region. Large-scale processes affecting the monsoon have been traditionally
been well studied; however, much less is known about the role of local processes,
especially one governed by levels of atmospheric aerosols, or the mix of pollutant
particles and dust. This chapter delineates the aerosol influence on cloudmodification
and short-term rainfall inhibition over India, employing observational data for the
period of 2000–2009. Aerosols can change cloud-related properties in contrasting
ways in years of deficient and abundant monsoon. In deficient years, increased levels
of atmospheric aerosols correlate with smaller cloud drops, shallower cloud heights,
and less cloud-ice formation. In contrast, in abundant rainfall years, higher levels
of aerosols correlate with larger cloud droplet size, taller clouds, and greater ice-
cloud formation. Further, causality was established in high aerosol and low rainfall
regions spanning across the Indian subcontinent, wherein enhancement in aerosol
levels caused suppression of daily precipitation anomalymultiple times in amonsoon
season with lags of a few days. The studies also suggest aerosol effects on increases
in the frequency and length of monsoon breaks, with implications for rainfall deficit
and food grain production. This work makes important linkages between enhanced
air pollution and perturbations in the timing and short-term suppression of regional
monsoon rainfall, implying the need for greater synergy in policies addressing air
pollution and climate change.
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1 The Role of Local and Regional Processes in South Asian
Monsoon Change

The South Asian monsoon (SAM) is the main factor influencing availability of water
and affects water management concerning rainfed agricultural practices across India
(Gadgil and Gadgil 2006; Prasanna 2014). Rainfall is having an important role in
lives of people in the region, with a majority of the population directly affected by it,
from their association with agriculture-related activities. About 80% of the annual
mean precipitation over India is provided by SAM, spanning across four months of
summer, i.e., from June to September, with large-scale consequences to agriculture,
health, water resources, economy, and ecosystems throughout South Asia (Webster
et al. 1998). Many complex factors can influence SAM ranging from global-scale
atmospheric circulation to regional and local physical processes. While large-scale
processes have been traditionally well studied, the role of local processes is yet to be
understood. Recently, local and regional physical processes affecting the SAM have
received attention, including those governed by changing land-use patterns or levels
of atmospheric aerosols.

Atmospheric aerosols, which include a mix of pollution particles and dust, consist
of trace gases and a variety of liquid and solid constituents that exist as dispersed
phases in air. Aerosols result from both natural and anthropogenic sources. Main
sources of natural aerosols are wind-blown dust, volcanic ash, and sea salt, while
those of anthropogenic, or human made aerosols include wide-ranging industrial
and energy-use activities. Thus, pollution particles, along with dust, constitute atmo-
spheric aerosols. The presence of aerosols controls the cooling or heating effect on
the earth surface and in turn warming or cooling of the atmosphere. An important
aspect of climate perturbation is the interaction between atmospheric aerosols and
the SAM. Aerosols mainly affect precipitation patterns through radiative effects on
large-scale atmosphere and ocean dynamics or by modulating cloud formation pro-
cesses and cloud structure. As delineated by the Intergovernmental Panel on Climate
Change (Boucher et al. 2013), aerosol impacts on climate change occur through
two main pathways (i) ERFari or effective radiative forcing from aerosol-radiation
interactions and (ii) ERFaci or effective radiative forcing from aerosol-cloud inter-
actions (Boucher et al. 2013). ERFari includes direct aerosol perturbation of Earth’s
radiation budget by absorbing and/or scattering of solar and terrestrial radiation,
emanating from the sun or from Earth’s surface. Aerosols such as sulfate particles in
the atmosphere can scatter the sunlight and cool the surface, while absorbing aerosols
such as black carbon (BC) and dust can scatter as well as absorb radiation. ERFari
may also act through aerosols present inside clouds and influence cloud properties,
by increasing cloud temperatures, thus reducing cloud drop sizes. ERFaci includes
aerosol changes in cloud microphysics and dynamics, which can lead to smaller,
but more numerous drops, increasing cloud reflectance and to increased lifetime of
clouds, by suppressing large drop growth and consequent rainout. Overall, the role
of aerosols in climate change is associated with large uncertainties and constitutes
“a hole in climate-science research (Schiermeier 2010).”
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Atmospheric aerosols have been linked, in recent modeling studies, to suppres-
sion of rainfall on long timescales and to the early onset or increase in monsoon
on short timescales. Different studies have focused on changes in monsoon that
are mediated through changes in sea surface temperatures, reduction of the north-
south temperature gradient in the northern Indian Ocean that lead to circulation
changes causing reduction in the monsoon (Ramanathan et al. 2005; Bollasina et al.
2011). Such changes in Indian monsoon rainfall, linking slow adjustments to aerosol
radiative forcing, explained above, are known as slow responses. These changes
are induced by thermodynamical adjustments of mean sea surface temperature and
atmospheric moisture content (Ramanathan et al. 2005;Meehl et al. 2008), diminish-
ing the land–sea temperature contrast along with zonal winds, and altering regional
energy imbalances (Bollasina et al. 2011; Ganguly et al. 2012; Krishnan et al. 2016),
and are consequently linked with precipitation reduction at multidecadal timescales.

In contrast, short-term changes in SAM precipitation that are linked to aerosols,
known as fast responses, mediate through strengthening of meridional pressure gra-
dient or surface temperature (Ganguly et al. 2012; Vinoj et al. 2014) and mid-
tropospheric diabatic heating (Lau and Kim 2006), causing increased northward
transport of moisture, which in turn lead to the onset and enhanced precipitation over
a timescales ranging from days to month. More recently, due to both anthropogenic
and natural aerosols (Lau et al. 2006; Ganguly et al. 2012; Vinoj et al. 2014), rapid
changes in radiative forcing have been associated with increased northward mois-
ture transport and as a consequence of which, enhancement of rainfall on daily to
monthly timescales is observed. Over northern India, changes in aerosols were also
linked with changes in precipitation asymmetrically, with increased precipitation in
the west and decreased precipitation in the east of 80°E (Ganguly et al. 2012). Stud-
ies have also identified the relationship of spatially distant aerosols (in the middle
to upper troposphere) with observed increases of net diabatic heating rates and with
an intensified northward pressure gradient over the Arabian Sea and a subsequent
increase in moisture convergence over India at synoptic scale.

In studies not related to the SAM, mechanisms of aerosol-induced modulation
of cloud and precipitation development have been proposed. Absorbing aerosols,
including dust and pollution particles containing soot or black carbon, could lead to
near-surface atmospheric stabilization that leads to positive feedback causing reduc-
tion in cloudiness. The theory that black carbon aerosols inhibit development of
warm clouds finds support from observational evidence collected from the Amazon
region during biomass burning season. Absorptive dust aerosol outbreaks over the
Taklamakan Desert and East Asia’s arid regions have been associated with atmo-
spheric warming effects and with a reduction in the liquid water path and ice water
path in clouds contaminated with dust. On contrary, increase in the cloud conden-
sation nuclei at base of the cloud could enhance cloud “invigoration” and increase
rainfall intensity (Rosenfeld et al. 2008). Aerosol-mediated enhanced transition to
convective regime from stratocumulus regime of the cloud and intensity of rainfall
has received support from observational evidences.

During SAM season, significant aerosol concentrations over the Indian subcon-
tinent have been found. While atmospheric aerosols have been linked in previous
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modeling studies to monsoon rainfall changes on varying timescales, such signals
are not well understood in observations. Observation based studies are needed to
identify possible existing effects, which have manifested in recent decades. In this
chapter, we present results related to the modulation of monsoon clouds and rain-
fall by both spatially and temporally coincident aerosols, developed from a set of
recent studies (Dave et al. 2017; Patil et al. 2017). The questions asked included
what effects aerosols coincident in the SAM region induce on cloud and rainfall, the
time and spatial scales of these effects, whether aerosols affect clouds in similar or
dissimilar ways, in deficient and abundant monsoon years, and whether we can go
beyond correlation and establish causation in a system as complex as the atmosphere
to understand linkages between aerosols and monsoon rainfall changes using mainly
observational data. We also discuss strategic knowledge gained and possible policy
implications emanating from the new findings.

2 Observational Datasets and Analysis Methodology

For the analysis, satellite- and ground-based observations for aerosol, precip-
itation, cloud properties, over India (6.5°–40°N and 66.5°–100°E) for June
–July–August–September (JJAS) at 1° × 1° resolution for the period of 2000–2009,
were used. Aerosol optical depth (AOD), which is a measure of atmospheric aerosol,
Level-3 (L3) data were retrieved from the moderate resolution imaging spectrora-
diometer (MODIS) on board the Earth Observing System’s (EOS) Terra and Aqua
satellites. Data are made available through the National Aeronautics and Space
Administration (NASA) Deep blue (Collection-6) algorithm (Remer et al. 2005).
This data also include AOD retrievals over the regions with highly reflective surface.
Absorbing aerosol index (AAI) data were retrieved using the Earth Probe TOMS
(McPeters et al. 1998) and OMAERUV (Torres et al. 2007) algorithms for the total
ozone mapping spectrometers (TOMS) on board the Earth Probe satellites and the
ozone monitoring instrument (OMI) sensor on board the EOS Aura satellite. AAI
values are within the range of 0.5 and 3.5 km (Herman et al. 1997) and neglect the
residues pertaining to completely scattering aerosols (Torres et al. 2007). For cloud
droplet effective radius (CDER),MODISL3data collected fromEOSTerra andAqua
satellites were used. For lapse rate calculation, temperature of nine layers of atmo-
sphere between 1000 and 750 hPa, from the European Centre for Medium-Range
Weather Forecasts (ECMWF) reanalysis (ERA)-interim dataset (Dee et al. 2011),
was used. Precipitation data were obtained from India Meteorological Department
(IMD). The data were released as gridded product, which were interpolated using
1803 irregularly located meteorological stations spread across India (Rajeevan et al.
2006). Further cloud properties such as liquid water path (LWP), ice water path
(IWP), cloud fraction (CF), column water vapor (CWV), cloud top pressure (CTP),
and cloud top temperature (CTT) were also obtained using MODIS L3 satellite.

In each region, deficient and abundant rainfall years were identified using a
seasonal normalized precipitation anomaly for JJAS, for years 2000–2009. Daily
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pixel-level data were transformed to normalize anomalies, and using the normal-
ized anomalies, hierarchical clustering were performed to formulate high AOD-low
precipitation (HL) and low AOD-low precipitation (LL) clusters for each of the
10 years. Spatially inhomogeneous clusters, which extended over the subcontinent
from 75°–90°E to 10°–35°N, typically contained 50–150 pixels in individual years.
Averaged time series datawere used to analyze the aerosol causal influence on precip-
itation, individually for the HL and LL clusters in each year, using Granger causality
(Granger 1969). The stationarity of the time series, an essential condition for causality
detection (Granger 1969), was tested using theKwiatkowski–Phillips–Schmidt–Shin
(KPSS) test (Kwiatkowski et al. 1992). In case of non-stationary original time series,
first-order differencingwas used. Significance tests were performed at α �0.1 during
the whole study.

3 Opposing Effects of Aerosols on Cloud Properties in
Contrasting Monsoon Years

In order to understand the role of aerosol in modulating cloud properties, out of six
homogenous monsoon rainfall regions demarcated by IMD, three regions were iden-
tified. These regionswere identified on the basis of similarity in regional rainfall char-
acteristics and association of sub-divisional monsoonal rainfall with regional/global
circulation parameters (Patil et al. 2017). Using IMD rainfall observations from
2000 to 2009 for JJAS, the aerosol modulation of clouds and precipitation during
both abundant and deficient years was investigated. Deficient and abundant rainfall
years were identified from the 10-year time period and differed in the three regions
studied (R1-59 pixels; R2-87 pixels; and R3-63pixels). At each pixel, the combined
rainfall anomalies were calculated for the “deficient” and “abundant” years for each
region. For deficient years, rainfall anomaly varied from −3 to 0, while for abundant
regions, rainfall anomaly varied from 0 to +3 mm day−1, for over 95% of the pixels
(Fig. 1a, b). These deficient and abundant years were found to exhibit largely positive
anomalies in AOD (83% of pixels) and largely negative (69% of pixels), respectively
(Fig. 1c, d). Along with this, prominent cloud properties coincident with aerosols
showedmarked difference between both the contrasting deficient and abundant mon-
soon years. The cloud drop radius, measured as CDER, had negative anomalies in all
regions during the deficient monsoon years (Fig. 1e; 99% pixels), while CDER had
positive anomalies during the abundant monsoon years (Fig. 1f; 84% pixels). It has
been reported that in order to initiate drop formation, followed by drop growth and
finally precipitation to set in, cloud droplet radius has to reach a critical radius. Once
the drop radius reaches critical radius, autoconversion processes get initiated. These
processes ultimately lead to growth of droplets and onset of the rainfall. These find-
ings were found to be consistent as increased frequency of observations with smaller
CDER in Julymonthwasmade in deficient rainfall years (Ramachandran et al. 2013).
Along with microphysical effects, large presence of absorbing aerosols, discussed
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previously, can potentially exert radiative effect by stabilizing the atmosphere near
the surface (Koren et al. 2010) and can restrict vertical moisture transport. Analysis
of cloud property with aerosol variation showed that deficient rainfall years were
also associated with large negative anomalies of the IWP (91% of pixels) and posi-
tive anomalies (98%) in CTP (Fig. 1g, i). On the contrary, abundant monsoon years
exhibited positive anomalies in IWP (93%) and negative anomalies in CTP (86%)
(Fig. 1h, j). Along with this, it was observed that the mean cloud top extent during
abundant monsoon years (with a CTP of 410–580 mb), temperatures reached below
freezing point (257–318 K), while indeficient rainfall years (CTP of 460–650 mb),
the temperatures were largely above freezing (312–317 K). Other studies (Rajeevan
et al. 2006) have also shown similar results, i.e., larger cloud vertical extent and
greater liquid and ice water contents during active monsoon spells.

In order to understand the temporal variability of aerosols with cloud properties,
temporal correlation analysis at pixel level of daily mean values was carried out for
the period of 2000–2009 (Fig. 2). For correlation analysis, absolute value of AOD
and cloud properties (LWP, CDER, CTP and IWP) were used. α �0.10 was selected
as threshold to test the statistical significance of correlation coefficient. Further for
a given pixel, cumulative frequency of occurrence was identified. In this, a positive
correlation coefficient was assigned as +1 and negative correlation coefficient was
assigned as −1. Sum of these values was calculated for abundant and deficient years
separately to get the cumulative frequency, larger positive value of which indicated
presence of greater positive correlations and vice versa.

Between AOD and CDER, negative correlations occurred during deficient mon-
soon years,while predominantly positive correlationswere observed during abundant
monsoon years (Fig. 2a, b). In R2 and R3, this contrast was most prominent. Thus,
greater aerosol abundance was found to be coincident with decreased (increased),
CDER in deficient (abundant) monsoon years, at daily timescale. Thus, an opposing
influence of aerosol abundance on CDER is evident; as in deficient monsoon years,
enhanced aerosol levels lead to smaller cloud drop sizes while in abundant monsoon
year lead to larger size. In all the three regions, the correlations between AOD and
CDERwere found to be statistically significant (Fig. 3a–c), based on the composited
analysis.

Similar to AOD-CDER correlation analysis, pixel-wise analysis of AOD-IWP
was also examined. For this purpose, pixels with CTT less than 0 °C were selected in
all the regions (Fig. 2c, d). The behavior differed among these regions. In regions R1
and R2, negative correlations between AOD-IWP occurred with increased frequency
during deficientmonsoonyears, and in abundantmonsoonyears, positive correlations
were found to be prominent (Fig. 3d–f). In region R3, during deficient years, due to
insufficient data point, relationship between AOD and IWP could not be identified;
however, no significant correlations were found during the abundant monsoon years.
Thus, aerosols were found to be related to a decreased ice processes in deficient and
with increased ice processes in abundant monsoon years.

In AOD-LWP relationship, correlations were found to be positive in both abun-
dant and deficient monsoon years (Fig. 2e, f), with increased frequency of positive
correlations during the abundant monsoon years. This suggests that with increased
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Fig. 1 Region-specific spatial distribution of anomalies in June–September (JJAS) during deficient
and abundant monsoon years. a, b Rainfall (mm day−1), c, d AOD, e, f CDER (µm), g, h IWP
(g m−2) and i, j CTP (mb) (Reproduced from Patil et al. 2017)
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Fig. 2 Analysis of cumulative frequency of temporal correlation during deficient and abundant
monsoon years. a, b AOD-CDER; c, d AOD-IWP, (CTT<0 °C); e, f AOD-LWP; and g, h AOD-
CTP (Significance was tested at p<0.1) (Reproduced from Patil et al. 2017)
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Fig. 3 Region-specific pixel-level scatter plot of correlations between AOD–cloud property during
deficient and abundant monsoon years (data points with only statistically significant correlation are
displayed). a–c AOD-CDER; d–f AOD-IWP; and g–i AOD-CTP. Reproduced from Patil et al.
(2017)

aerosol abundance (due to increased availability of CCN, particularly of sea salt
aerosols entrained in the strong westerly monsoon flows (Vinoj and Satheesh 2004))
were correlated with increased amounts of liquid water in the clouds.

The negative anomalies shown by AOD in the abundant monsoon years are con-
sistent with the washout of aerosols by rain. With this diminished aerosol levels, cor-
relations between AOD-CTP pair (Fig. 2g, h) were frequently negative in abundant
years as compared to deficient years. This suggests that during abundant monsoon
years, with increased aerosol abundance, lower CTP or higher cloud heights occur.
However, the correlations between CTP-AOD (Fig. 3g–i) did not differ significantly
between the deficient and abundant monsoon years, indicating that the magnitude of
this effect does not change much between abundant and deficient years.

4 Short-Term Precipitation Suppression by Aerosols

To investigate the aerosol-induced causal effects on changes in rainfall anomaly,
observational data were first subjected to hierarchical clustering to form high aerosol
(AOD)-lowprecipitation (HL) and lowaerosol (AOD)-lowprecipitation (LL) clusters
for each of the 10 years. The effects of aerosols were examined and evaluated in the
different clusters to understand if high levels of aerosol in the HL cluster had any
bearing on low levels of rainfall. The other two clusters, with high rainfall, were
not further evaluated. It was found that HL clusters spanned across most part of
India for years 2004, 2005 and 2009 (Fig. 4a, b). A leading positive AOD anomaly
was found to cause a negative anomaly of precipitation, where AOD anomaly led
precipitation anomaly by 1–5 days, in the JJAS months in 2004, 2005, and 2009
(Fig. 4a, b) in the HL clusters. However, contrary to HL cluster, causal influence
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Fig. 4 Pixel distribution for AOD anomaly and precipitation anomaly across India in HL cluster
(a, b); temporal series averaged for the cluster for years 2004, 2005 and 2009 (c). Reproduced from
Dave et al. (2017)

was absent in the LL clusters (formulated with low level of aerosol). Estimated lag
times between enhanced aerosols and suppressed precipitation varied among the
years (2004:days 2–5; 2005:days 1–2; 2009:days 2–5), with the strongest causal
influence, quantified as correlation coefficient, captured on separate days in different
years (2004:day 5; 2005:day 1; 2009:day 3). The AOD and precipitation anomaly
time series (Fig. 4c) showed multiple intra-seasonal periods of high AOD leading
periods of low precipitation.

In addition to AOD, effects of absorbing aerosols (AAI) on precipitation were
also examined in both HL and LL clusters. A leading positive AAI anomaly exerted
a strong negative causal influence on precipitation anomaly, with varying lag times
(2004 and 2005:2–5 days; 2009:1 day). The maximum causal influence was noted
on separate days in different years (2004:day 5; 2005:day 5; 2009:day 1). As the
clusteringwas done based onAOD, theLL clusters contained approximately 30–40%
positive AAI anomaly values and thus included multiple days of high absorbing
aerosol levels. The data showed causality between AAI and precipitation, with a lag
of 1–5 days in 2005 and 2009. Overall, enhanced levels of both total and aerosols
had a lagged causal effect on diminished precipitation, with a lag of up to 4–5 days
occurring 3–5 times during monsoon months.



Aerosol Influences on Cloud Modification and Rainfall … 31

4.1 Development and Validation of Cause–Effect Model

To understand the mechanism of AOD–and/or AAI–modulated suppression of pre-
cipitation, twomain pathways, i.e., cloudmicrophysics and radiative pathways, were
studied. Inmicrophysical pathway,AODwas linkedwith precipitation via theCDER.
In the radiative pathway,AODandAAIwere linked to precipitationmediated through
lapse rate (as a measure of atmospheric stability). Pairwise causality tests were per-
formed between AOD–CDER, AOD–lapse rate, and AAI–lapse rate, using Granger
causality. Further path analysis was used to segregate and quantify the aerosols effect
on precipitation into these two mediating pathways. These pathways were compared
with direct pathways that linked column water vapor (CWV) to both precipitation
(PRECIP) and CDER, in order to compare the strength of the aerosol-induced sup-
pression and the enhancing effects of CWV on CDER and PRECIP (Lebsock et al.
2011).

Causalitywas established betweenAODenhancement, and both reduction in lapse
rate for 2004, and reduction in CDER for 2005, with a lag of 5 days (panels 1 and 3,
Fig. 4c), while effect of AOD on CDER was found to be absent in 2004 and 2009. A
compelling finding was the shorter lag of 1 day, in the suppression of lapse rate by the
enhancement of AAI (panel 2, Fig. 4c) was found. However absence of causal effect
of AOD on the suppression suggests that the radiative effect on lapse rate change
was primarily influenced by absorbing aerosols. Similarly, no causal influences were
found for the LL clusters, which implies that such precipitation suppression was
absent in regions of lower aerosol abundance.

4.1.1 Cloud Microphysical Pathway

In path analysis, using the cause–effect model along with lagged correlation coef-
ficients, overall effect was segregated into individual pathways. The magnitude and
sign of path coefficients indicated the strength and direction of the causal influence
(Fig. 5a, b). A cloud microphysical pathway (defined as AOD–CDER–PRECIP) act-
ing on the HL clusters (Fig. 5a) showed that enhanced AOD caused reductions (blue
color) in CDER (arrow direction). A positive causal influence of CDER (red color)
on PRECIP (arrow direction), found in 2004, 2005 and 2009, indicated the influence
of a larger CDER on precipitation. A statistically significant positive causal influ-
ence of CWV was found on both PRECIP and on CDER, as expected. The strength
of direct positive pathway between CWV–PRECIP was significantly larger than the
negative AOD–CDER–PRECIP pathway, as found from the magnitude of the overall
path effects. In contrast, the cloud microphysical pathway showed no such causal
influence of AOD on CDER for the LL clusters (can be seen by missing causal lines
from AOD to CDER in Fig. 5b). The positive causal effects of CWV on PRECIP on
the LL clusters were retained, both directly (CWV–PRECIP, Fig. 5b) and indirectly
through CDER (CWV–CDER–PRECIP); this indicated that aerosol mediation of
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Fig. 5 Cause–effect model for years 2004, 2005 and 2009: a HL, b LL (here, absolute magnitude
is represented with line-width, width is proportional to absolute magnitude of coefficient). Causal
influence is represented by arrow direction, sign of causal influence in indicated by color (red
representing positive and blue representing negative sign); line styles correspond to different years.
Reproduced from Dave et al. (2017)

precipitation was not significant in regions with low aerosol levels. Thus, the cloud
microphysics pathway acts to reduce CDER and precipitation, with a lag time.

Cloud microphysical processes that influence precipitation suppression due to
increase in aerosol at cloud levels lead to moisture redistribution, resulting into
increased number of smaller drops. Increased number of smaller drops cause coales-
cence efficiency to decrease causing slow down of the conversion process of cloud
drops to graupel or raindrops. Due to vapor condensation and collision/coalescence
processes, raindrop formation is initiated on timescale of minutes. In the next
15–20 min, intensification of scavenging of small cloud drops by larger drops due
to gravitational settling (termed autoconversion) can lead to onset of precipitation.
Such fast scale microphysical effects, in pristinemarine clouds, have been previously
linked to rainfall shut-off along ship tracks. The two pathways, i.e., microphysical
and radiative pathways, aremostly independent and occur at different values of AOD.
The time response of the microphysical processes is much shorter as compared to
radiative processes. Hence, the presence of 1–5 day lag times betweenAODenhance-
ment and suppression of CDER and precipitation suppression indicates that these
observed causal relationships might not be an outcome of a microphysical effect
directly and, accordingly the involvement of a radiative pathway was investigated.

4.1.2 Radiative Pathway

Cloud radiative pathways (defined as AOD–lapse rate–PRECIP and AAI–lapse
rate–PRECIP) acting on the HL clusters (Fig. 5a) showed that enhanced AOD caused
reductions (blue color) in the lapse rate (arrow direction). Typically, a smaller mag-
nitude of lapse rate, calculated as the slope of potential temperature, indicates higher
atmospheric stability and vice versa. EnhancedAODandAAI both caused reductions
(blue color) in lapse rate (arrow direction), or a stabilization effect, at lag times of
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1–3 days, as discussed above. The causal influence of AAI on lapse rate was strong
in all years and can be seen by larger magnitudes of negative path coefficients. A
statistically significant causal influence between AOD and lapse rate was found in
2004 (Fig. 5a). Aerosols, represented by AAI, were expected to have a stronger
atmospheric stabilization effect than total aerosols, represented by AOD. A positive
causal influence of lapse rate (red color) on PRECIP (arrow direction), found in
2004, 2005, and 2009, indicated the influence of atmospheric stabilization (lower
lapse rate) on decreases in PRECIP. A positive causal influence of CWV on PRECIP
was comparable to the negative AAI–lapse rate–PRECIP pathway, with the strength
of the AAI–lapse rate–PRECIP pathway being of 15–100% of that of the CWV—
PRECIP pathway. Larger negative values of the path effects between AAI and lapse
rate than between AOD and CDER indicated a stronger influence of the radiative
pathway as compared to cloud microphysical pathway on short-term suppression
of monsoon precipitation. The radiative pathway also showed significant effects in
the LL clusters as well; path coefficients were negative in 2005 and 2009 and sta-
tistically significant (as the clusters were based on AOD), but they included several
regions with positive AAI anomalies. By inclusion of all the pathways, i.e., radiative,
cloud microphysical, and CWV pathways, approximately half of the precipitation
variability (PRECIP R2 > 0.50) could be explained. When the radiative pathway was
excluded from the model, a significant drop in PRECIP R2 for the HL and LL clus-
ters was observed. This highlights the strong effects of aerosol-induced atmospheric
stabilization on suppression of precipitation and establishes radiative pathway as
significant mechanism by which aerosol causes repeated short-term suppression of
SAM precipitation.

Short-term radiative effects, such as those seen here, after an increase in aerosol
levels, canmanifest within a day and can last for two ormore days. Local atmospheric
heating along with surface cooling has been linked with perturbation of incoming
solar radiation by aerosols. This has been also linked with reduction in atmospheric
lapse rate and a consequent increase in atmospheric stability. The reported phenom-
ena are consistent with the radiative pathway seen in the current study. Further, the
effect is linked with diminished moisture and heat fluxes from the surface, reduced
convection, and suppressed vertical mixing of moisture.

The overall mechanism behind aerosol-induced precipitation suppression can be
understood under the presence of high and low aerosol fields. With increased aerosol
loading, the atmosphere was more stable, causing an increased divergence of mois-
ture, alongwith reduced convection leading to decreased uplift ofmoisture and subse-
quent suppression of precipitation. The two effects, i.e., reducedmoisture availability
and inhibited convection, conflate and add to precipitation suppression.

4.2 Implications On Monsoon Break Spells

Break spells are one of the main characteristics of the Indian monsoon. Duration and
intensity of break spells play a significant role in as certaining deficient rainfall and
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Fig. 6 In HL and LL clusters, comparison of duration and frequency of break spells with varying
AOD threshold. Reproduced from Dave et al. (2017)

drought conditions (Gadgil and Joseph 2003; Prasanna 2014). Several definitions
have been used to define a break spells, out of those one definition is based on a
normalized anomaly threshold of one standard deviation below the mean, sustaining
for at least three consecutive days has been widely used.

The potential influence of aerosols on break spells was investigated by comparing
characteristics of breaks in HL regions with that of the LL regions (Fig. 6). The
precipitation anomaly chosen has a threshold one negative standard deviation and
more stringent thresholds. An increased duration along with increased frequency of
break spells was found in HL clusters, at all the threshold values examined. Further,
it has been accepted that extended breaks (>7 days) usually result in droughts (Gadgil
and Joseph 2003; Prasanna 2014). Break spells lasting for at least seven days or more
in HL regions occurred more frequently (i.e., 3–4 times in a given season, averaged
across thresholds) as compared to LL regions (1–2 times in a given season). During
the last 50 years, studies examining monsoon variability over India have also found
an increased duration and frequency of break spells, while the studies undertaken
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here suggest increases in aerosol levels, as one among several factors influencing
these changes.

5 Strategic Knowledge, Future Perspective, and Policy
Implications

In this chapter, we discuss influence of pollution particles, along with dust, namely
atmospheric aerosols, on recent changes in SAM rainfall. Using a 10-year dataset,
from 2000 to 2009, of satellite- and ground-based observations of aerosol abun-
dance and cloud properties, we confirm that local physical processes, mediated by
aerosols, have exerted important effects on cloud modifications and short-term rain-
fall suppression over India in recent decades. Over the core monsoon region of India,
opposing relations between aerosol levels and cloud properties were found in years
of contrasting monsoon rainfall. Overall, during deficient monsoon years, increased
aerosol levels correlated with decreased cloud drop size, lower development of ice
processes and reduced cloud heights, indicating aerosol-mediated inhibition of cloud
development. In contrast, during abundant rainfall years, increased aerosol levels
correlated with increased cloud drop size, tall clouds and increased ice processes
implying cloud invigoration mediated by the coincidence of aerosols and enhanced
convective fields.

In high aerosol-low rainfall regions covering over the whole India, increased
aerosols levels acted to suppress daily precipitation anomaly,multiple times in a given
season, where aerosol enhancement leads precipitation suppression by a few days. In
addition, a higher frequency of prolonged rainfall breaks (>7 days) occurred in these
regions. The suppression mechanism was acted primarily through an aerosol radia-
tive pathway mediated by atmospheric stability, reduced convection, and increased
divergence of moisture horizontally. Thus, a fast response caused by coincident
aerosol forcing, through repeated stabilization of atmosphere from aerosols, resulted
in short-term monsoon precipitation suppression and aggravation of monsoon break
conditions. Interestingly, causal influences of aerosols on suppression of precipitation
were not limited to years characterized by a large-scale weak monsoon, suggesting
the likelihood of a widespread presence of identified phenomenon.

The causal influence of aerosol-induced suppression of precipitation is relevant
to the monsoonal inter-annual variability and monsoon break spells. Elongated and
intense breaks spells in the monsoon season have been associated with precipita-
tion deficits, which have been linked to diminished food grain production during
1951–2003. Thus, aerosol-induced precipitation suppression and intensification of
break spells could affect precipitation deficits and agricultural vulnerability in India,
with implications for policies related to water resources management.

The work described here emphasizes the important influences of aerosols in the
Indian region, on alteration of cloud properties and suppression of monsoon rainfall
through a set of mechanisms, acting on mesoscale spatial extents and on timescales
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of days to months. Observations from 1950 onwards suggest an increase in fre-
quency of occurrence of high-intensity rainfall, but a decrease in frequency of drizzle
and moderate rainfall. The studies also suggest aerosol effects on short-term rain-
fall suppression, increasing the length of monsoon breaks. Thus, the work makes
important linkages between enhanced air pollution and climate change, in regard
to short-term suppression of monsoon rainfall. It is important to understand how
such disruptions would evolve, with expected future increases in aerosol emissions
driven by human activities. Air pollution-induced rainfall changes, revealed in this
work, indicate that air pollution and climate regulation need to be better linked. Since
anthropogenic aerosols arise from human activities related largely to energy-use and
land-use changes, which are drivers of both regional air quality and climate change,
these studies point to the need to seek synergy in strategies which can simultaneously
mitigate both air quality and regional climate change.
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Future Hydrologic Scenarios in India
Under Climate Change

Tarul Sharma, Aditya Gusain and Subhankar Karmakar

Abstract It is evident that global warming and overexploitation of natural resources
by the human interventions such as urbanization and irrigation have accelerated
changes in the regional hydrological cycle. These changes result in more frequent
and severe occurrence of hydro-climatic extremes such as floods and droughts, with
devastating impacts on livelihood of the region. In order to understand the future
hydrological response at a regional or watershed scale, it is important to understand
the changes in several hydro-meteorological variables such as run-off, stream flow
and precipitation under various climate change scenarios. However, quantification
of the changes in hydro-meteorological variables and their associated uncertainties
through an understanding of the global- and regional-scale factors under extreme
climatic conditions makes it a rather challenging task. The key focus of this chapter
is to understand the changes in regional hydrological response of different meteoro-
logical variables under the effect of changing climate and quantify the uncertainties
in climatic projections under data-scarce conditions, over the Indian subcontinent.
The chapter also reviews the impact of climate change on hydrological cycle and its
effect on water availability and security, community livelihood under hydro-climatic
extremes and agriculture.
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1 Background: Hydrological Cycle and Climate Change

The interplay of optimumconditions for gases, temperature andwater are responsible
for the existence of life on earth. Among all factors, water forms a crucial component
in supporting life in all the life forms, from simple single-celled organisms to complex
organisms as human. Although our earth is covered with 70% of water, roughly only
3% is available as freshwater wheremost of it is trapped under ice sheets and glaciers.
Therefore, a very limited freshwater supply is available for our use in the form of
rivers, lakes, groundwater storage, etc., and its judicious use is vital for sustenance
of life on earth. However, the overexploitation of water resources for a multitude
of purposes has increased the demand for clean water supply, especially for the
densely populated South Asian region. This has already feud water-related disputes
as a consequence of environmental degradation of water quality, which is further
worsened by the changing climate (Lal 2005). Eventually, the questions that arise
in the minds of the scientific community are as follows: (1) How are the changes in
climate affecting the hydrological cycle? (2) Can the extreme events be attributed
to anthropogenic climate change or are they just the mere consequences of natural
climate variability? (3) What adaptive measures need to be considered to deal with
water stress conditions caused by climate change? Several similar questions are
yet to be answered in a scientifically satisfactory manner. In the past few decades,
declining water quality and scarcity of water have drawn the attention of water
managers, regional planners and policymakers at different levels of government to
devise strategic management practices.

To understand the complex mechanisms that are influencing the hydrological
cycle, it is important to get familiar with terms such as “climate system”, “hydrolog-
ical cycle” and “climate change”. A climate system can be described as a complex
system where abiotic (land, water and atmosphere) and biotic (plants, animals and
micro-organisms) factors interact through different physical, chemical and/or geo-
logical phenomena. This climate system is subjected to several natural and anthro-
pogenic factors that influence the changes in the climate. Sun being the prime source
of energy on earth, it drives the climate and hydrological system through solar radi-
ations. In a hydrological cycle, the surface of water body gets warmed up by the
incoming solar radiations causing evaporation of water. Warm air being lighter is
pushed upwards, and as it is being lifted up, the moist air cools down causing the
condensation of water vapour to form clouds. The moisture-carrying clouds are car-
ried across the globe through atmospheric circulation and precipitate water back to
the surface. The precipitated water either evaporates back to the atmosphere or else
joins the water bodies as run-off or base flow which seeps into rivers, lakes and
ultimately to the oceans (Fig. 1).

However, the changing climate and increased anthropogenic activities have altered
the hydrological cycle, thereby changing the rainfall and temperature patterns, melt-
ing of glaciers, sea level rise, increased extreme precipitation events and changes in
run-off or stream flow across the globe (Stocker et al. 2013). The indirect effects of
climate change are the matter of major concern in hydrological cycle. Higher the
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Fig. 1 Pictorial representation of hydrological cycle

temperature above the regional mean, higher is the rate of evaporation, thus increas-
ing the rate of accumulation of water vapour in the atmosphere. Since water vapour
acts as an aerosol having absorbing effect, it traps the incoming/outgoing solar radi-
ation by further warming the atmosphere. This warm moisture-filled atmosphere
results in the intensification of the precipitation event, which is distributed unevenly
throughout the globe. These changes have profound impacts on surface water run-off
or stream flow, which results in increased incidences of floods and droughts (Gupta
2012).

Unrestricted increase in the greenhouse gas (GHG) concentrations is considered
to be the main factor responsible for climate change (Mitchell et al. 1995), in addi-
tion to the other factors such as land use/land cover change including urbanization
and change in agricultural practices (Pielke 2005). Seneviratne et al. (2006) found
that increase in GHG concentration can lead to inter-annual variability of the climate
of any region, with more frequent extreme events resulting from land–atmosphere
interactions. Post-1850, the succeeding decades have been warmer than any of the
preceding decades, with ocean warming dominating in increasing the energy stored
in climate system (Trenberth 1999). Loarie et al. (2009) cautioned that as the cli-
mate changes, the current distribution of climatic conditions will get reshuffled on
the globe, with some climates disappearing entirely and new (no-analogue) climates
originating in wide regions. Apart from these signals, it has been proved to be affect-
ing the hydrological cycle by spatial and temporal variations in the water availabil-
ity (Huntington 2006) and hence by directly influencing the dependent agricultural
resources of the region.

For assessing the impacts at a computational level, World Meteorological Orga-
nization (WMO) defines climate change as the change in statistical description of
mean and variability of relevant quantities of surface weather parameters such as
temperature and precipitation, over a period of time (generally 30 years). The impact
assessment is usually done by understanding the effect of changes in statistical prop-
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erties of climate on the land–atmosphere system, using physics-based mathematical
models such as hydrological, flood and agricultural model. For this purpose, gen-
eral circulation models (GCMs) are considered to be the base which provides with
a time series of multiple spatially distributed land–atmospheric variables (Stocker
et al. 2013). The GCM variables are then given as input to downscaling techniques
like statistical and dynamical, to obtain fine-resolution climate projections. Given
the importance of the study, multiple researches have been conducted to derive
the projections at the regional scale, by considering the effects of one or more of
the global/regional factors such as stationarity, non-stationarity, land use/land cover
changes, atmospheric variables, sub-grid spatial and temporal variability and carbon
dioxide (CO2) concentration.

This chapter provides an insight into the projected climate conditions for the Indian
subcontinent under possible climate change scenarios by reviewing some of the
breakthrough studies. Essentially, the focus has beenmade on the climate projections
and possible uncertainties that arise with the use of multiple GCMs. The uncertainty
gets transmitted into impact assessments; thus, the need is to incorporate and optimize
climate uncertainty before addressing the needs of the end-users such as farmers.
The organization of this chapter is as follows: the first section provides a general
introduction to the concept of climate change and its implication on the hydrological
cycle that ultimately could bring drastic effects to the availability of water in future.
In Sect. 2, the future projections for different hydro-climatic variables using well-
established downscaling approaches have been described. Also, the uncertainties
associated with projections from different GCMs and downscaling approaches are
considered. In Sect. 3, a brief survey about historical and possible future impacts
of climate change on hydrological system, human health, socio-economic aspects,
livelihood and agriculture has been described. Section 4 presents some concluding
remarks and recommendations for future research.

2 Projected Regional Changes in Hydrological Cycle Over
the Indian Subcontinent

Appreciable research efforts have been made in the past, which specifically aimed at
understanding of climate change impacts globally. However, at regional scale such
as for the Indian subcontinent, the land–atmosphere interactions are only partially
understood. Factors accountable are sub-regional land–atmosphere and ocean–land
interactions. It has beenwidely believed that one of themajor consequences of chang-
ing climate will be the alterations in regional hydrological cycles (Gleick 1989).
GCMs are considered to be reliable outcomes of the climate system simulations that
can significantly demonstrate the nature and extent of the climate changes. The out-
comes have been widely used to assess the change impacts. GCMs lack in capturing
the non-smooth variables such as precipitation (Kannan and Ghosh 2011), which
is the driving component of the hydrological cycle. India being an agrarian coun-
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try, its agricultural output is highly dependent on surface and groundwater storages,
which in turn depend on the seasonality and variability of the Indian monsoon. Thus,
this makes the Indian agrarian sector extremely vulnerable to the time- and space-
dependentmonsoonal behaviour. Spatially downscaling theGCMs through statistical
or dynamical methods enhances its skill by resolving the sub-regional features such
as convention and topography (Pielke and Wilby 2012; Shashikanth et al. 2014).
The following subsections depict the climatic and hydrological projections over the
nation and the uncertainties associated with it, which can arise from different sources
such as inter-model spread among GCMs, downscaling methods, impact assessment
models or due to the climate system itself.

2.1 Climatic and Hydrological Projections

GCMs available under the framework of coupled model inter-comparison project
(CMIP) phase 5 are the most credible tool for assessing the changes in climatolog-
ical variables due to changing global circulation patterns at coarse resolution, but
limit direct applicability when associated with local-scale rainfall projections. Rea-
son can be due to the poor understanding of the physics behind local climatology,
especially the precipitation extremes (Ghosh and Mujumdar 2006). The limitation
can be overcome by bridging the gap between the course resolution of GCMs and
the resolution of impact assessment, through means of the downscaling techniques.
Broadly, statistical and dynamical are the two classes of downscaling techniques.
Dynamical downscaling usually considers the methodology of nesting a regional
climate model within a GCM boundary condition (Leung and Wigmosta 1999). Sta-
tistical downscaling, on the other hand, is a transfer function-based technique that
relates local climate to GCM output (Wood et al. 2004).

Numerous efforts have been made in the past, to understand the climate change
impacts on variables such as precipitation and temperature and consequently, on
hydrology. The assessment study is important specifically for India, as any changes
in spatio-temporal variability of hydro-climatic factors affect the agricultural pro-
duction. The observed meteorological data sets have revealed a decreasing trend in
rainfall, whereas the temperature trend has increased over India (Kothyari and Singh
1996). Dash et al. (2007) used the same observed data sets to show that the temper-
ature enhancement is double for the months of winter (January and February) and
post-monsoon (October to December). This inter-seasonal increase in the variability
of climate has a huge impact on the Indian economy, which is majorly driven by
agriculture.

For the future projections, several studies have demonstrated the use of different
downscaling techniques to simulate the climate variables over India. For example,
Anandhi et al. (2009) showed an increase in the projected rainfall, by using support
vector machine for statistical downscaling. Salvi and Ghosh (2013) established a
robust statistical downscaling technique, which establishes a statistical relationship
between coarse resolution climate variables and observed fine-resolution rainfall data
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and then applies the relationship on the GCM variables. The methodology projected
spatially non-uniform changes in rainfall, which demanded a detailed hydrological
impact assessment study for strategic management. This methodology was adapted
from Kannan and Ghosh (2011) which applied kernel regression technique on GCM
data, to statistically downscale rainfall over Mahanadi River Basin of India. In the
study, a significant increase in the number of dry and wet rainfall events as compared
to medium rainfall events was attributed. In the case of dynamical downscaling,
multiple regional climate models have been used to understand the physics of Indian
climatic conditions. Ashfaq et al. (2009) used the dynamical approach to downscale
precipitation and observed that there will be an overall suppression of summer mon-
soon along with the increase in the occurrence of monsoon breaks. Furthermore,
Ashfaq et al. (2011) showed that the monsoonal precipitation is significantly influ-
enced by the pre-monsoonal soil moisture content of the region.

Apart from the mean precipitation, it has been cited globally about the increase in
the occurrence of hydro-climatic extremes because of the direct implication on global
atmospheric circulation pattern by the global temperature rise (Stocker et al. 2013).
Several studies have demonstrated the use of different downscaling approaches to
simulate mean rainfall conditions (Bardossy and Plate 1991; Kannan and Ghosh
2011; Wilby and Dawson 2013; Sachindra and Perera 2016; and references therein)
though less efforts have been made on simulating extremes (Abraham et al. 2011;
Fowler et al. 2005; Friederichs and Hense 2007). To illustrate a few, Revadekar et al.
(2011) evaluated an increase in precipitation in future projections of precipitation
extremes over India, by using a dynamical downscaling approach. Similarly, Mohan
andRajeevan (2017) used a statistical approach to understand the precipitationpattern
over the core monsoon region of India and suggested a significant increase in the
precipitation intensity and hydro-climatic intensity. Box 1 depicts a case study of
comparison of the conventional statistical downscaling approach with the modified
approach where the concept of extreme precipitation has been incorporated by the
inclusion of specific indicators that capture the extremity of the precipitation.

With the projected increase in climatic variables such as precipitation and tem-
perature, its direct impact will be on the hydrological cycle of the region. Global
land evapotranspiration has been observed to have decreased due to limited moisture
supply (Jung et al. 2010). Along with that, the stream flow has shown an increasing
trend globally. Prominently, hydrological cycle of any region directs socio-economic
whereabouts, by directly affecting the agriculture, land use and land cover and other
geophysical characteristics of the region. Mishra and Lilhare (2016) have warned
about the intensification of the hydrological cycle of the Indian basins under the
impact of future climate change, with an increase in run-off and evapotranspiration.
Moreover, Chattopadhyay and Hulme (1997) have shown increased projection of
evaporation and potential evapotranspiration, with uneven spread between regions
and seasons. The Himalayan rivers are expected to have harder impact on climate
change with increase in the snowmelt and stream flow, as compared to glacier melt
(Singh and Kumar 1997; Singh and Bengtsson 2004). Albeit it should be noted that
with increase in the projected water availability, it is the spatio-temporal variabil-
ity/availability of precipitable water that will be more difficult to understand.
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Box 1 Improvement in Extreme Rainfall Projections Using a Modified
Statistical Downscaling Approach for Mahanadi River Basin in India
This section of the chapter is based on a smaller case study area. In the past sev-
eral decades, the Mahanadi River Basin has experienced an increasing number
of extreme precipitation events that have resulted in the increased incidences
of floods. The highly dense river network and the heavy influence of the Bay of
Bengal on the meteorology and climatology of the basin make it more vulnera-
ble to several extreme events that are associatedwith enormous socio-economic
or ecological losses. Therefore, in the context of trend and behaviour of hydro-
climatic variables like rainfall, temperature and stream flow, many researchers
have undertaken studies on Mahanadi River Basin (Rao 1993; Gosain et al.
2006; Asokan and Dutta 2008; Raje and Mujumdar 2010; Jena et al. 2014).
In this study, a comparison of conventional and modified statistical down-
scaling has been performed. In terms of accuracy, the conventional statisti-
cal downscaling approach captures the spatial variability of rainfall over the
basin well but fails to simulate extremes for each grid, in terms of 30-year
return level (RL) values, reliably. In terms of absolute percentage error, the
deviation of 30-year RL extreme precipitation values for National Centres for
Environmental Prediction (NCEP)-simulated precipitation from observed pre-
cipitation was obtained as high as 80–100%. Thus, it necessitates the usage of
improved version of statistical downscaling approaches that can easily emu-
late the behaviour of atmospheric processes that describes the mechanism for
heavy rainfall during extreme events. As shown in Fig. 2, a remarkable reduc-
tion in error was observed while projecting precipitation with conventional and
modified downscaling approach.
Further, to address the issues of inefficacy of conventional statistical down-
scaling approach to simulate extreme precipitation days, a modified algorithm
developed by Shashikanth et al. (2017) was demonstrated over the study area
for historical (1951–2005) and near future (2021–2055) period under RCP 4.5
andRCP 8.5 climate change scenarios using 6GCMs.Also, a small experiment
was performed to examine the role of dynamic factors in improving simulation
of extreme events in terms of return period values. The study concluded that
use of simple downscaling might be useful in simulating expected conditions
over a period, though for analysis of extremes, themethodology fails to capture
the effect of extreme values.
Hence, implementing a modified statistical downscaling algorithm will surely
improve the results and the fine-resolution products which may serve as better
inputs to drive a mesoscale hydrological model to assess the impacts of climate
on hydrology and riverine ecosystem.
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Fig. 2 Absolute percentage error of the simulated extreme rainfall with respect to observed data
corresponding to 30-year RL estimated by peak over threshold approach in the Mahanadi Basin at
0.25° resolution by using a conventional statistical and b modified statistical downscaling

2.2 Sources of Uncertainty in Climate Projections

Hydro-climatic projections play an important role in strategizing the adaptive mea-
sures that can be implemented to cope with the changing climate. Although the
climate projections can be derived from multiple sources, such as GCM and down-
scaling techniques, there lies a disagreement herein, which can be due to the incom-
plete understanding of the geophysical processes of the climate system. Given the
multiple efforts made by researchers to project the climate, a debate about the reli-
ability of the projections always exists. For example, dynamical downscaling has
the advantage of consideration of physics to link between large-scale phenomena
and sub-grid features. However, Racherla et al. (2012) showed that RCMs do not
add significant value to the skill of GCMs in capturing the climatological averages
of precipitation and temperature. Apart from this, PaiMazumdar and Done (2015)
showed improvement in RCM skill, by modifying the outputs through bias correc-
tion. In case of statistical downscaling, the skill is mainly dependent on factors such
as selection of predictors (Timbal et al. 2008) and calibration (Teutschbein et al.
2011). Although statistical downscaling has an advantage over dynamical downscal-
ing of deriving statistical relationship between large- and local-scale variables, the
main limitation is its assumption of stationarity (Salvi et al. 2016). Considering the
above advantages and disadvantages of both the downscaling techniques, the out-
come from a set of GCM and downscaling technique may differ from the other, in
terms of uncertainties arising from inter-GCM, inter-downscaling or the selection
of inappropriate predictors or nested region. Thus, incomplete understanding about
the global- and local-scale features may generate some spurious results that are not
competent enough to explain the possible realistic scenario(s).

Sharma et al. (2018) showed a detailed analysis of the climatic projection uncer-
tainties and their propagation in hydrological variables, over India. Three GCMs
and two downscaling (statistical and dynamical) techniques were used to derive the
climate projection. It was observed that both the downscaling techniques revealed
different climatic projections. Rainfall mainly showed increased changes. However,
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it was varying for both the downscaling techniques. For example, core monsoon
region of India showed significant rainfall changes through dynamical downscaling,
but statistical showed no change. Similarly, temperature projections were similar
for different downscaling techniques but varied significantly in magnitude. Over-
all, the results were inconsistent for multiple downscaling techniques applied on
multiple GCMs. Further analysis was performed to understand and quantify these
uncertainties. Among the different sources of uncertainties, two were considered in
the study: GCM and downscaling uncertainty. GCM uncertainty was represented as
the uncertainty arising from the climate projections of multiple GCMs through the
same downscaling technique, whereas downscaling uncertainty was represented as
the uncertainty arising from multiple downscaling techniques applied on the same
GCM. The mathematical expressions that were used in the study for deriving the two
types of uncertainties were as follows:
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Here, DU and GU were symbolized to represent the downscaling and GCM
uncertainty, respectively, for the jth grid. C was denoted as the projected changes
derived from n number of GCMs G and D1 and D2 as the types of downscaling
techniques. To understand the total impact of the two uncertainties, total uncertainty
was derived by considering the equation as follows:
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)
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These equations were applied over all the climatic variables. Additionally, an
impact assessment hydrological model (Variable infiltration capacity) was applied
over India, by considering multiple climatic projections. The hydrological projec-
tions showed similar disagreement in deriving the changes. The same uncertainty
expressions were then applied to understand the cascade of uncertainties from cli-
matic to hydrological variables. The results showed that inter-GCM uncertainty had
a significant influence on the total uncertainty of the hydro-climatic projections.
Figure 3 shows the comparison of the multiple sources of uncertainties for all the
hydro-climatic variables. The study also revealed that the uncertainty was spatially
non-uniform and was region-specific, which directly imparts to the conclusion that
neglecting the uncertainty analysis will not only increase the horizon of multiple
policy options to cope with the changing climate, but will also impart significant
regional vulnerability to the hydro-climatic resources of India.
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Fig. 3 Comparison of multiple sources of uncertainties in hydro-climatic projections over India

3 Impacts of Changes in Hydrological Cycle

Different components of the hydrological cycle are highly sensitive towards
changing climate and land use. Such changes are therefore responsible formaking the
atmospheric interactions among hydro-climatic variables more complex. Increased
concentration of GHGs and aerosols in the atmosphere due to natural or anthro-
pogenic sources has brought about significant changes to the climate. The impacts
of these changes are unequivocal across the globe, and the effects vary from region
to region, especially causing major alterations in different processes of the hydro-
logical cycle (Fig. 4). This has led to increased precipitation in some areas making
them prone to high inundation risk due to frequent floods and rising sea levels.

The warming effect of aerosol has resulted in rise in global temperature, thus
warming the atmosphere to accommodate more moisture which further increases
the temperature. Over the past few decades, increased incidences of hydro-climatic
extremes such as floods, droughts and cyclones have been observedwhich are directly
or indirectly hampering the growth in sectors like agriculture, industries, housing and
water supply infrastructure. Impacts of climate change on hydrological cycle have
drastic implication on water availability (demand–supply), socio-economic damage
due to hydro-climatic extremes, agriculture sector (irrigation) and food security,
human health and damage to environment. Therefore, it is important to understand
the impacts of these changes not only on the characteristics of hydrological cycle
but also on the availability of water for use, especially in a developing country like
India.
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Fig. 4 Pictorial representation of the causes, results and impacts of climate change on different
sectors

3.1 Impacts on Water Availability and Security

Water availability in the Indian subcontinent is dependent upon themonsoon rainfall,
which is driven by south-westwinds in summers and north-east winds duringwinters,
and glacial snowmelts. Therefore, the abundance of water throughout the year in
different sources of water (rivers, lakes, ponds and/or underground water supply)
in a catchment/basin is indeed dependent on the precipitation (rainfall and glacial
snow accumulation), which is approximately 4000 billion m3 per annum of which
only 1123 billion m3 is usable (Government of India 2009). The climate variability
or long-term changes in the climate has varying impacts on water availability in
different regions. Some regions will experience an abundance of water, while others
may experience shortage or water stress conditions. The most plausible causes for
such conditions are the changes in precipitation pattern, in terms of frequency and
intensity, spatially due to the changing climate.

Themajor sectors that pose a serious demand for adequate water supplies are agri-
culture, industrial manufacturing units, commercial and domestic purposes. How-
ever, water demand and its sector-wise usage differ among developed and developing
countries. For example, a developing nation like India uses 80–90% of the total water
withdrawal for agriculture and the rest for other purposes. (In 2010, total water with-
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drawal was 761 km3, of which 91% was used for irrigation, 7.4% for domestic use
and approximately 1.6% for industrial production) (Syaukat 2012).

The decreased water availability and increased water demand in India are mainly
because of the following facts (Amarasinghe et al. 2007; INCCA 2010; Hegde 2012;
Ghosh et al. 2016):

• The population of India is expected to be 1.6 billion by 2050, in comparison with
1.1 billion in 2005.

• Rapid urbanization may cause acute water shortage with a high demand across the
nation,with urban population expected to increase to 55.2%by2050 in comparison
with 22.8% in 2007.

Box 2 Impact of Climate Change on River Systems in India (Gosain et al.
2006)
Impacts of climate change and climate variability on the water resources are
likely to affect irrigated agriculture, installed power capacity, environmental
flows in the dry season and higher flows during the wet season, thereby causing
severe droughts and floods in urban and rural areas.
India being a water country receives about 4000 billion m3 of precipitation
annually but only 1123 billion m3 is available for human use. These statistics
tend to change with underlying uncertainties of climate change predictions.
The study was performed to quantify the potential impacts of the changing
climate on different water resources available in the Indian River System to
determine the present water availability. The PRECIS daily weather data were
used to determine the spatio-temporal water availability in the river systems.
A distributed hydrological model, Soil and Water Assessment Tool (SWAT),
has been used to simulate the river basins across the country, for evaluating
vulnerable hot spots of droughts and floods. It was reported an increase in pre-
cipitation for most of the river basins but a decreasing trend in precipitation and
associatedwater yield in the basin was observed for Brahmaputra, Cauvery and
Pennar. Similarly, varying trends for other hydrological variables like evapo-
transpiration, run-off, water storage across different basins were observed. The
study was conducted on behalf of the Ministry of Environment and Forests,
Government of India, as a part of the NATCOM II study (Second National
Communication of India to UNFCCC), which would be useful for making any
national- or state-level plans for management of water resources.

• Industrializationmay increase its contribution in the gross domestic product (GDP)
from 29.1% in 2000 to 40% in 2050, which will cause a higher water demand of
161 billion m3 as compared to 30 billion m3 in 2000.

• A significant decrease in monsoon rainfall over major water surplus river basins in
India and therefore reduction in the availability of water for human use. The spatio-
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temporal variations in mean and extreme rainfall have resulted in the imbalance
of water supply in the natural and/or man-made reservoirs.

• Increase in overall rainfall but decrease in number of rainy days has been predicted,
with temperature projected to rise to 1.7–2 °C by 2030s.

• Increase in effective area under irrigation to over 104 million ha by 2025 would
require more freshwater supplies.

• The agricultural water demand will increase by 80% by 2050 with more focus on
the development of water-intensive cash crops.

• Excessive use of chemical fertilizers and pesticides and over-irrigation have
already turned over 9 million ha fertile land into contaminated wastelands unfit for
human use or agricultural purpose, and it has also contaminated the groundwater
sources due to percolation of chemicals through the soil.

The rising water demand poses a serious threat to the population andmay fuel into
various interstate disputes for sharing of water resources in near future. Therefore,
it is important to assess the impacts of climate change and human interventions on
water availability in future to meet the challenge of fulfilling the demands of growing
population (Grover 2016).

3.2 Impacts on Socio-economic Factors and Livelihood
Under Hydro-climatic Extremes

The changing climate tends to increase the occurrences of hydro-climatic extreme
events such as rainfall, cyclones, floods and droughts which are associated with
ecological and socio-economic losses at the cost of human life, property, agricul-
ture and infrastructure in the affected areas (Stocker et al. 2013). India experiences
flash floods, heavy rainfall and glacial melting, droughts, heat waves, and tropical
cyclones and depression in theBay ofBengal almost every year causing a death toll of
over hundred thousand, eventually accounting for one-fifth of the total global deaths
(WRIS 2015). According to a United Nations Global Assessment Report (GAR) on
Disaster Risk (2015), India faces an average annual economic loss of USD 9.8 billion
due to natural disasters out of which flood accounts for more than USD 7 billion. As
global temperatures are rising, the associated impacts have serious implications on
the livelihood of major population in India (Halgamuge and Nirmalathas 2017). A
majority of the population in India is still living in close proximity to hazard-prone
regions making them highly vulnerable to these hydro-climatic extremes. Overpop-
ulation and space constraint for living have forced a mass of population to encroach
to vulnerable regions that lack in structural protection measures. An increasing trend
in the frequency of floods due to precipitation extremes and glacier lake outburst
floods has been observed in South Asia. Bihar floods in 2004 and 2007 are con-
sidered to be one of the worst floods that killed 885 people and affected the lives
of over 21 million with crops damaged worth nearly USD 80 million. Maharashtra
and Gujarat faced one of the greatest flood miseries in 2005. Mumbai was flooded
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by an extremely heavy rainfall that led to death of nearly 5000 people. In Gujarat
floods, over 60% of the state was inundated by floodwaters that caused a net loss of
property of worth USD 1.5 billion. In 2007, extreme rainfall events have resulted in
severe flood events in Bangladesh, India and Nepal killing more than 2000 persons
and rendered more than 20 million persons homeless, thus disturbing the normal
lives of the people (Dhara et al. 2013). Other incidences of floods in Ladakh (2010),
Assam (2012) and Jammu and Kashmir (2014) submerged several villages under
water, thus displacing thousands. In 2013, Uttarakhand witnessed one of the worst
natural calamities of Indian history after 2004 Tsunami which claimed more than
5700 lives. Rising temperature and scorching heat have resulted to erratic weather
conditions leading to frequent instances of heatwaves in the past decade with over
98 incidences of severe heatwave days recorded. Severe heatwaves hit the parts of
Telangana and Andhra Pradesh in 2013, 2014, 2015 and 2016, and over 5000 deaths
were recorded (Mazdiyasni et al. 2017). In 2010, over 1344 deaths were caused by
severe heatwaves in Ahmedabad City of India (Azhar et al. 2014). Apart from floods
and heatwaves, India also experiences several cyclonic and depression activities in
the Bay of Bengal due to its geographical location and coastline of approximately
7516 km. The damage to property, livestock, agriculture and livelihood cost more
than million USD in previous cyclonic events and displaced over thousand people
along the coastline. Agriculture was hit hard by these events and the associated floods
causing greater damage to both, farmers and fishermen. Previous cyclonic incidences
includingLaila (in 2010), Jal (in 2010), Phailin (in 2013), Hudhud (in 2014) andNada
(in 2016) are among the major ones that have hit India over the last few years.

3.3 Impacts on Agriculture and Food Security

In general, the greenhouse effect is an essential natural phenomenon in order to
sustain life on earth by maintaining the apt living conditions such as optimum tem-
perature, balanced composition of gases in the air and protection of life forms from
harmful radiations. However, the rise in global temperature that continues to warm
the atmosphere will have a profound impact on the lives of agricultural producers and
their associated sectors. Importantly, the effects of climate changemay have disparate
impacts; that is, it may have positive or negative effects on crop yield of different
crops. Therefore, the increasing trend in the concentration of GHGs is a matter of
concern, and it is important to assess the direct (change in temperature, humidity and
concentration of CO2) and indirect (occurrence of hydro-climatic extremes such as
floods and droughts) effects of future climate changes on agriculture. Crop growth
and yield are highly influenced by the climatic conditions which are suitable for the
crop, but the slight deviations from normal conditions in the growing season may
hamper the foodproduction drastically, especially the rainfed or unirrigated crops that
comprise nearly 60% of the Indian cropland (Shankar 2011). Also, the agricultural
and irrigation practices or strategies adapted fail to work efficiently and will lead to
higher food prices against lower food production, causing serious impairment to food
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security. The Indian economy where agriculture sector contributes 15% to India’s
GDP is strongly dependent on the impacts of climate change on Indian monsoon.
Climate change has an impact of 4–9% per year on agricultural production causing
a damage of about 1.5% loss in India’s GDP each year. The Indian crop-growing
season is classified into kharif (July–October) and rabi (October–March) which are
mainly irrigated through south-west and north-east monsoon, respectively. Climate
variability can have severe consequences on these cropping seasons causing huge
crop losses threatening the food security of the nation. The Kharif crops are mainly
affected by the variability in Indian Summer Monsoon Rainfall (ISMR), while the
minimum temperature forms the governing factor in crop yield generated during
Rabi cropping season. Among all the crops, rice and wheat are the major dominant
crops that are grown during Kharif and Rabi seasons across the entire nation, respec-
tively, and have an important share in total food grain production in India. Although
overall rice yields have increased in India, a significant loss in production has been
attributed due to unfavourable rainfall and temperature conditions during growing
season. Once being a major global wheat contributor, India now faces a stagnant
yield despite improved management practices such as fertilization. Schellnhuber
et al. (2013) observed extremely high temperatures in northern India as a responsible
factor for a substantial reduction in wheat yields, and rising temperatures can only
aggravate the situation.

Even the IPCC,which is scarcely alarmist, depicts a 0.5° rise inwinter temperature
would reduce wheat yield by 0.45 tons per hectare in India. Naturally, any change in
rice and wheat yields will have a significant impact on food security of the country.
Figure 5 shows the trends in rainfall, temperature and crop yield in the present and
the futuristic scenarios, derived from Sinha and Swaminathan (1991), Gangadhar
Rao and Sinha (1994), Saseendran et al. (2000), Aggarwal (2000), Rathore et al.
(2001), Aggarwal and Mall (2002), Attri and Rathore (2003).

In future, agriculture will likely remain an important sector of the economy in
terms of food production as well as employment generation (Mirza and Ahmad
2005). Though it is inevitable to adopt top-down approaches for regions already
affected by adverse impacts, there is also a need to understand the effect of various
strategies related to bottom-up approach that can reduce agricultural risk in the long
run and help in better management and planning under projected climate change
scenarios. This will not only help the scientists to keep the farmers informed with
long-term adaptation practices such as change of crop, crop variety, shift sowing
date and increasing fertilizer, but also help them to identify the regions that are more
vulnerable and hence should be given prior importance.

3.4 Impacts on Health

The climate affects the water availability and quality, food and air quality in any
region. The variability in climate deteriorates the physical comforts and health of all
living organism which are directly or indirectly getting affected by such changes.
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Fig. 5 Changes in crop yield under changing climate conditions for different regions in the Indian
subcontinent

However, the major question that arises is how the climate changes are affecting
human health? With rising global temperatures and increased occurrence of hydro-
climatic extremes, a significant rise in associated health-related losses, in terms of
exposure to diseases or deaths, has been observed in India (Singh and Dhiman 2012).
Human health due to such changes is greatly hampered both, physically and men-
tally. The major health effects that render after the occurrence of hydro-climatic
extreme (such as floods, cyclones and droughts) include the occurrence of numerous
diseases and illness that could be traumatic as well as infectious. Many prevalent dis-
eases that occur after extreme events are linked to loss of drinkable water, hygiene
and sanitation, loss of shelter and belongings, migration of population, exposure to
toxic chemicals and biological agents, and agricultural losses that lead to hunger
and malnutrition risk. For example, flooding in West Bengal in 1988 led to out-
break of diarrhoea due to cholera and claimed lives of more than 270 persons (Dhara
et al. 2013). Agricultural impacts due to climate change are expected to cause sev-
eral health disorders such as malnutrition and child stunting which is projected to
increase by 35% by 2050. Several cardiovascular diseases associated with mortality
and respiratory illnesses due to heatwaves are related to the altered climate and pose
profound effects on these diseases. Transmission of infectious vector-borne diseases
such as malaria and dengue has greatly increased due to changing climate which
is favourable for the growth of disease-causing organisms and is strongly affected
by fluctuations in temperature (Patz et al. 2005). The mortality rate has risen sub-
stantially with the tendency of occurrence of extreme weather events. Each year, the
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mortality rate for children and elderly has seen a fluctuating, but increasing trends
and this situation have been exacerbated by climate change. As numerous studies
have reported an increasing trend of extremes in India, as projected under different
climate change scenarios, there are going to be serious implications on human health.

4 Concluding Remarks

Hydrological resources are important dynamic natural resources that play a crucial
role in supporting India’s economic growth. The impacts due to climate change
pose serious threats to this central arena which must be managed and attenuated by
research institutions and implementing agencies, be it non-government or govern-
ment. For a country like India, understanding the socio-economic damage in terms of
agricultural production losses/gains, and loss of property, lives and livelihood due to
regional vulnerability to climate change becomes crucial. In addition to this, hydro-
logical extremes such as recurrent droughts and floods threaten the livelihood of
millions, especially the small and marginal farmers, landless poor, women, children
and elderly. Furthermore, the climate sensitivity of hydrological regime is uncertain,
as there are regional variations in rainfall, temperature, soil moisture, evapotranspi-
ration and water resource management practices. Given this scenario, it becomes
essential to understand the role of climate projections in leading the water resources
of a region along with the level of uncertainty in these projections.

GCMs pragmatically simulate large-scale circulation patterns and are hence con-
sidered to be the base for any climate change impact assessment study pertaining to
the future. However, its use is limited because of coarser resolution, due to which
it needs to be downscaled before applying it at regional scale. Albeit the unique-
ness of both the downscaling techniques (statistical—less computational require-
ment, assumption of stationarity; dynamical—physics-based, region-specific) gets
reflected in the climatic variables, uncertainties exists among these projections. Apart
from the downscaling techniques, the selection of global-scale variables plays a piv-
otal role in capturing the climatology of a region like the Mahanadi River Basin of
India which is exceptionally influenced by extreme hydrological events. This con-
sequently emphasizes the importance of follow-on research to reduce the various
uncertainties in the agro-hydro-climatic projections, such as selections of downscal-
ing techniques, GCMs, impact assessment models, variables, thus recommending a
Code of Practice to provide formal guidance, particularly for climate change impact
assessment studies that can help stakeholders/policymakers to understand certain
adverse impacts and tactically define the adaptation strategies for end-users.
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Links Between Global Climate
Teleconnections and Indian Monsoon
Rainfall

S. Adarsh and M. Janga Reddy

Abstract The knowledge of teleconnections elucidates the mechanisms behind
the local meteorological processes that are influenced by the ocean/atmospheric
circulations, which operate at global scale. As the local meteorological vari-
ables such as regional temperature/rainfall and global climate signals possess
multiscaling properties, it is highly desired to examine the teleconnections in
multiple process scales rather than following conventional statistical correlation anal-
ysis and/or based on periodicity estimation. In this context, this chapter presents
an investigation of hydroclimatic teleconnections of All India Summer Monsoon
Rainfall (AISMR) with large-scale climate oscillations in a multiscaling framework
by employing Hilbert–Huang Transform (HHT)-based Time-Dependent Intrinsic
Correlation (TDIC) analysis. The study investigated the teleconnections of AISMR
for the period 1950–2012, with the four global climate oscillations such as Quasi-
BiennialOscillation (QBO), ElNiñoSouthernOscillation (ENSO), Equatorial Indian
Ocean Oscillation (EQUINOO), and Atlantic Multidecadal Oscillation (AMO) in
different process scales. The study found that both the strength and nature of asso-
ciation between global climate oscillations and ISMR vary with process scale and
there could be multiple switchovers in the character of such associations over the
time domain.
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1 Background

Teleconnection of hydrometeorological variables refers to a connection or associa-
tion between local meteorological variable in a region with global atmospheric cir-
culations which occur a long distance apart. Investigations on teleconnections may
help in elucidating the true mechanisms behind those variables and exposing role
of atmospheric circulations operating at global scales and the dynamics of the earth
system. For example, the increase in sea surface temperature (SST) over the central
and eastern equatorial Pacific (so-called the phenomenon of El Niño), and the corre-
sponding decrease (known as La Niña), contribute to seasonal climate fluctuations
in many parts of the world. During the summer seasons of northern hemisphere, El
Niño results in severe/hot temperatures over the Indian subcontinent and substantial
rains over the western USA, whereas La Niña may result in reverse situations over
these regions, with a few exceptions.

Indian monsoon is influenced by many complex factors including many large-
scale atmospheric/oceanic circulations. The knowledge of teleconnections between
Indian Summer Monsoon Rainfall (ISMR) and large-scale climatic signals is of
prime importance for the hydroclimatologists, as it may help for performing reliable
predictions of ISMR. The investigations on such linkages have a longer history from
the times of Blanford (1884). The link between ISMR and El Niño Southern Oscil-
lation (ENSO) is the most debated one by the researchers (Walker 1923; Shukla and
Paolino 1983; Kripalani and Kulkarni 1997a, b; Krishna Kumar et al. 1999; Gadgil
et al. 2004; Kumar et al. 2006). The links of ISMR with other climate oscillations
such as Quasi-Biennial Oscillation (QBO) (Rao and Lakhole 1978; Chattopadhyay
and Bhatla 2002; Claud and Pascal 2007), Indian Ocean Dipole (IOD) (Saji et al.
1999), Equatorial Indian Ocean Oscillation (EQUINOO) (Gadgil et al. 2004; Maity
and Kumar 2006a, b), Atlantic Multidecadal Oscillation (AMO) (Goswami et al.
2006; Feng and Hu 2008) were also reported in some of the research works. Many
times such teleconnections were investigated merely based on statistical correlation
between ISMR and the climatic signals (Maity and Kumar 2006a, b, 2007). This
approach is not always reliable as both of the signals possess multiscaling proper-
ties, and it is more appropriate to investigate such teleconnections in a multiscaling
framework.

Understanding the association of ISMR with global climate oscillations in multi-
ple timescales may eventually help in improving the predictability efforts of ISMR.
To analyze the teleconnections in multiscale perspective, any time–frequency anal-
ysis method can be used and the continuous wavelet transform (CWT) and allied
techniques such as “wavelet coherence” were widely adopted in the past (Massei
et al. 2007, 2011; Rossi et al. 2009; Nalley et al. 2016) and some of them inves-
tigated the association between ISMR and global climatic/atmospheric oscillations
(Torrence and Webster 1999; Azad et al. 2008; Narasimha and Bhattacharya 2010).
However, the application of CWT for hydroclimatic teleconnection studies is rather
challenging because it involves the complex step of selecting the most appropriate
wavelet function.Moreover,when such analysis is extended to thewavelet coherence,
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smoothing operation becomes inevitable which in turnmay influence the localization
in time domain (Liu 1994; Grinsted et al. 2004). In this context, the spectral anal-
ysis method propounded by Huang et al. (1998), called as HHT method becomes
a viable alternative technique for hydroclimatic teleconnection studies. The HHT
integrates the procedures of data adaptive decomposition process called Empirical
Mode Decomposition (EMD) with the classical Hilbert Transform (HT). The former
facilitates the separation of time series signal into modes of specific periodicity while
latter facilitates for the time–frequency characterization at different timescales.

In recent past, few studies used HHT to investigate the link between hydrologic
variables with that of global climate variables by the comparison of periodicities
of the modes obtained by decomposition (Iyengar and Raghukanth 2005; Huang
et al. 2009a; Antico et al. 2014). But, a quantitative assessment to establish the
teleconnections remained as an open problem. The multiscale dynamic (running)
correlation analysismethod called Time-Dependent Intrinsic Correlation (TDIC) can
be explored to handle such issues (Chen et al. 2010). Even though some of the studies
attempted to investigate the teleconnections of ISMR using the HHT (Iyengar and
Raghukanth 2005), the possible associations of ISMR with ENSO, QBO, sunspot
cycles, and tidal forcing were reported based on periodicity of resulting modes.
Performing an in-depth running correlation analysis between different oscillatory
modes (of specific periodicity) of monsoon rainfall and climatic oscillation may give
more insights to such links andTDICanalysis is believed to be a viable tool to perform
such analysis. Therefore, this chapter presents investigation of the hydroclimatic
teleconnections of ISMRwith global atmospheric/climate oscillations such asENSO,
AMO, QBO, and EQUINOO in different process scales by invoking the HHT-based
TDIC analysis.

2 Methodology

HHT is an advanced spectral analysis method, which combines a data adaptive mul-
tiscale decomposition process and Hilbert transform used for the characterization
of the geophysical time series. The decomposition stage, so-called EMD, results
in the evolution of a set of orthogonal time series known as Intrinsic Mode Func-
tions (IMFs) and a final residue. The noise assisted and ensemble averaged variants
makes the traditional EMD more effective by separating the time series to distinct
timescales. One such variant namely the complete ensemble EMD with adaptive
noise (CEEMDAN) proposed by Torres et al. (2011) is used in the present study,
details of which can be found elsewhere (Rao and Hsu 2008; Torres et al. 2011).

In the procedure of HHT, the IMFs of the signalX(t) obtained from decomposition
process are further subjected to HT, to get instantaneous frequencies and amplitudes.
For investigating the hydroclimatic teleconnections in different process scales, a
scale-specific correlation analysis is more appropriate. The results of HHT can be
effectively utilized to perform a running correlation analysis between associated
time series in different timescales. Chen et al. (2010) proposed a method namely
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TDIC for determining scale-specific associations between two time series having
comparable periodicity. In this method, the window size is selected adaptively (from
the instantaneous frequencies obtained by HHT), ensuring stationarity of the series
within the sliding window. Subsequently, Student’s t-test is performed to examine
statistical significance of correlation coefficients obtained from the analysis. The
theoretical details of the method can be found in some of the past works (Chen et al.
2010; Huang and Schmitt 2014; Adarsh and Janga Reddy 2017). The output of the
TDIC analysis can be represented as a triangular-shaped TDIC plot, in which the
entities of horizontal axis (i.e., time axis) are the midpoints of the sliding window,
while that of vertical axis are the size of the slidingwindow.Appropriate color scheme
can be used to represent the significant correlation between the two correlated series.
The value at the apex of the triangle will be the correlation coefficient between the
time series pairs chosen considering the complete data length, if maximum window
size is equal to the data length (Chen et al. 2010).

3 Database

In this study, theAISMRdata for the period 1950–2012 is collected from Indian Insti-
tute of Tropical Meteorology (IITM) Pune (http://www.tropmet.res.in). The monthly
records/data of QBOwas acquired from theWeb site of Earth System Research Lab-
oratory of National Oceanic and Atmospheric Administration (NOAA) organization
for the same period. The El Niño events are generally quantified based on the aver-
age sea surface temperature (or SST) anomalies over different Niño regions (defined
by specific latitudes and longitudes) in the Pacific Ocean. In the past studies, it
was also found that ISMR is best correlated with temperature anomaly from Niño3.4
region, which overlaps between Niño 3 and Niño 4 (Maity and Kumar 2006a; Kumar
et al. 2007). The data related to Niño3.4 region (120°W–170°W, 5°S–5°N) called as
Oceanic Niño Index (ONI) for the period 1950–2012 was obtained from National
Weather Service Climate Prediction Center of NOAA and engaged as the ENSO
index. The data of monthly AMO for the period of study (1950–2012) was also
obtained from the same centre. The negative of the anomaly of the zonal component
of surface wind in the equatorial Indian Ocean region (60–90°E, 2.5°S–2.5°N) was
used as EQUINOO index (Maity and Kumar 2006a) and this data was extracted from
the Web site of National Centre for Environmental Prediction (NCEP).

http://www.tropmet.res.in
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4 Results and Discussion

4.1 Multiscale Decomposition and Correlation Analysis

First, the monthly AISMR time series and four of climate oscillation indices series
for the period 1950–2012 are subjected to multiscale decomposition operation using
the CEEMDANmethod, after setting the noise parameter as 0.2 for rainfall, 0.02 for
climate indices, and number of realizations as 500 for all cases, following the past
studies (Antico et al. 2014). The decomposition process has resulted in six IMFs
and a final residue for different series and the mean period of the resulted oscillatory
modes are presented in Table 1.

Table 1 shows that the period of evolution of AISMR and climate oscillations are
similar. For higher order modes, there exist some differences in periodicities, which
may be due to the limited number of cycles in these modes. The correlation between
the modes of AISMR time series and that of climate oscillations is computed and the
values are presented in Table 2. FromTable 2, it is noted that large value of correlation
exists only between the trend components or higher order modes of the time series
pairs chosen. In short, it can be inferred that the linear association between climate
oscillations and monsoon rainfall gets displayed in the low-frequency part of their
spectra.

From the above correlation analysis, it can be postulated that since the nature
of association between monsoon rainfall and climate oscillations is very complex,
certain processes involved may be correlated with each other only at some of the
process scales. Also, the correlation coefficients between rainfall and climate oscil-
lations are not alike at different scales. This is evident in the link between ENSO
and ISMR. From Table 2 it can be noticed that the residue components of the two
series are negatively correlated (correlation coefficient of −0.992), while a strong
positive correlation (correlation coefficient of 0.945) is noticed between IMF6 of
the two time series. This is a remarkable observation, as the positive correlation at
one scale would have been counteracted by the negative correlation at another scale,

Table 1 Mean periodicity (in months) of modes of monthly AISMR and different climate oscilla-
tions for the period 1950–2012

Mode number Rainfall Climate oscillations

AI QBO ENSO AMO EQUINOO

1 3.231 3.150 3.600 3.360 3.150

2 6.300 9.333 8.400 7.636 6.811

3 13.263 18.000 15.750 14.000 14.000

4 28.000 31.500 28.000 28.000 25.200

5 42.000 63.000 50.400 84.000 50.400

6 84.000 126.00 126.00 126.00 126.000

7 252.000 252.00 252.00 252.00 252.000
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Table 2 Correlation coefficients between orthogonal modes of monthly AISMR (1950–2012) and
that of climate oscillations at the corresponding scale (italic figures indicate significant correlation,
p value < 0.05)

Mode of rainfall Correlation coefficient with the mode of

QBO ENSO AMO EQUINOO

IMF1 −0.085 −0.031 0.085 −0.349

IMF2 0.019 −0.347 −0.044 −0.154

IMF3 −0.407 −0.399 0.074 −0.151

IMF4 −0.115 −0.100 −0.206 −0.256

IMF5 −0.395 −0.154 −0.401 −0.041

IMF6 0.879 0.945 −0.026 −0.496

Residue 0.999 −0.992 −0.992 −0.985

which eventually leads to overall low correlation between ISMR and a specific cli-
mate oscillation. In this case, the overall correlation between ISMR and ENSO is
only −0.21, while the correlation values are 0.01, 0.013, and −0.33, respectively,
in the relationships with QBO, AMO, and EQUINOO. The above-stated values are
quite low numerically as the correlation coefficient depicts only the linear associa-
tion while the true associations might be of nonlinear in characteristics. It may also
be noted that the climate forcing of varying periodicities may be in action for many
shorter time spells only and it may have significant impact on the rainfall processes.
To capture such associations, a correlation analysis considering shorter time spells
are very useful; therefore, this study adopted TDIC analysis for an in-depth running
correlation analysis of IMFs, whichmay give more insights into the existing linkages
between ISMR and climate oscillations.

4.2 TDIC Analysis of AISMR and Climate Oscillations

TDIC analysis is performed between the different IMF pairs (of monsoon rainfall
and climate oscillation) and developed the TDIC plots. It is to be noted that the TDIC
plots may not show visible color if the Student’s t-test for the correlation fails or if
there is considerable difference between the periodicities of the pair of modes under
consideration. To show the usefulness of TDIC analysis, first the ENSO-rainfall link
is considered and the TDIC plots for different IMFs are provided in different panels
of Fig. 1.

The bottom contour of the triangular plots portrays the instantaneous frequen-
cies and an upward shift is noticed in different plots when we consider the plots
of low-frequency IMFs. The blank spaces within the triangular plots convey the
information that such correlations fail to satisfy the Student’s t-test and hence
are not statistically significant. From the results of study, it is noticed that ENSO
shows a long-range negative association with AISMR at process scales of IMF2
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Fig. 1 TDIC plots of IMFs of ENSO and that of monsoon rainfall. Only significant correlations
(at 5% significance level) are shown in different TDIC plots

(periodicity of 8.4×4/12�3 year) and IMF3 (periodicity of 15.7×4/12�5 year).
Thus, it can be concluded that both oscillatory modes may be contributed by similar
physical processes like westerly wind bursts and/or same oscillatory patterns such
as Madden Julian Oscillations (MJO) which vary in intra-seasonal scales (Wang and
Picaut 2004). On examining the correlations along the time domain, it is noted that
at many of the shorter time spells the correlations are positive (e.g., in IMF2 during
~1964–66; in IMF3 during ~1979–82; in IMF4 during 1995–1998). It is well known
that the strongest El Niño of the past century (1997–98) elicited an Indian Ocean
Dipole (IOD), which resulted in above-average rainfall during the period 1997–98
(Kumar et al. 2006). From Fig. 1, it is noted that for IMF4 (of ~7-year periodicity),
the correlation between the AISMR and ENSO is strongly positive during 1995–98.
This result agrees with the results presented by Chen et al. (2010) who investigated
the link between IOD and ENSO using the TDIC method. Also, it is well understood
that in 2001–2002, Indian monsoon weakened due to the effect of ENSO, and it
is observed that IMF2 and IMF3 show very strong negative correlation with ISMR
during this period. Moreover, it is observed that there is rich dynamics in the nature
of correlations (switching from positive to negative and vice versa) between ENSO
and AISMR in particular at the high-frequency mode IMF1 and such associations
are more apparent for smaller window size. The TDIC plots of QBO, EQUINOO,
and AMO with ISMR are presented in Figs. 2, 3, and 4, respectively.

Figure 2 shows that the correlations between QBO and AISMR are negative at
almost all scales except for IMF6. However, a direct correlation between QBO and
ISMR is observed in the period ~1967–1994 for the IMF2. For IMF3, the relation
between QBO and AISMR is primarily long-range negative association. But, some
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Fig. 2 TDIC plots of IMFs of QBO and that of monsoon rainfall. Only significant correlations (at
5% significance level) are shown in different TDIC plots

Fig. 3 TDICplots of IMFs ofEQUINOOand that ofmonsoon rainfall. Only significant correlations
(at 5% significance level) are shown in different TDIC plots

significant direct relation between the two is noticed during short-term spells of
1953–55, 1978–80, and 1997–98.

From Fig. 3, it is noticed that for most of timescales the EQUINOO–AISMR
relation is strongly opposing nature, and also very localized direct correlations exist
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Fig. 4 TDIC plots of IMFs of AMO and that of monsoon rainfall. Only significant correlations (at
5% significance level) are shown in different TDIC plots

between the two for some shorter timescales (e.g., prior to 1960s in IMF3, IMF4,
and IMF5, IMF1 in 1995–1998).

From Fig. 4, it is noticed that a weak positive correlation exists between AMO
and AISMR in different process scales with frequent alterations in the nature of
association between the two. Interestingly, all the first four modes show a strong
positive correlation with monsoon rainfall in the recent past (~1997–2010). During
1997–98, the correlation between the two is strongly positive at all scales and some
of the past studies also noted the modulation of Indian monsoon by AMO and its
link with ENSO (Goswami et al. 2006). In IMF5, there is a long-range negative
association between the two.

5 Future Prospects

The multiscale correlation analysis using TDIC method is an effective method for
capturing the improved understanding of teleconnections of ISMR with global cli-
matic oscillations. From the TDIC analysis of hydroclimatic teleconnections, it can
be concluded that both the strength and nature of dependency between ISMR and
climatic oscillation could be different at different process scales. There is a clear
evidence of switchovers in the type of association (reversals in nature of correla-
tion from negative to positive or vice versa) between climatic oscillations and ISMR
over the period of observation. Further investigation is needed to elucidate the exact
reasons or physical processes behind such alterations. Also, the “lead–lag” correla-
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tion between the correlated series can be captured by performing Time-Dependent
Intrinsic Cross-Correlation Analysis. After capturing the non-unique type of associa-
tion between ISMRand climatic oscillations at different process scales, the efforts for
improved prediction of ISMR using decomposition-based hybrid models involving
data-driven techniques can be explored in future studies.

6 Conclusions

To investigate the multiscale teleconnections of AISMR with global climate oscilla-
tions, the HHT-based TDIC method is found to be a promising approach. The TDIC
analysis betweenorthogonalmodes ofENSOand ISMRelucidated the dominant neg-
ative association, localized direct associations, and thewell-debated positive associa-
tion during 1997–98 period and the negative association during 2002–03 period. The
study recognized that there exists a strong long-range negative correlation between
ISMR and EQUINOO along with the respective short spell anti-correlations. In gen-
eral, both the strength and nature of associations in the link between the climatic
oscillations and ISMR vary with timescales and it is not of unique character over the
time domain and the exact reasons for such alternations are yet to be investigated.
The methodology can be applied between any two relevant time series of concern
for understanding the complex dynamics of hydroclimatic variables.
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Urbanisation and Surface Urban Heat
Island Intensity (SUHII)

Hiteshri Shastri and Subimal Ghosh

Abstract A complete understanding of urban environment becomes increasingly
important in the present world where more than half of the human population resides
in the urban areas. A warmer surface temperature exists in the urban area due to
change in land cover and population density, indicated as urban heat island (UHI).
Traditionally, UHI is linked with air temperature differences between urban and rural
areas using pairs of in situ climatology data. The term surface UHI (SUHI) is used to
explicitly distinguish UHIs measured using land surface temperature (LST). SUHII
is a widely recognized surrogate index indirectly addressing the heat island effect.
The urban climate largely differs from the non-urban or rural climate affecting not
only the temperature but cloudiness, precipitation, water and air quality as well. The
long-term monitoring of UHI is essential to better understand the urban climatol-
ogy. Understanding the UHI behaviour has a concern primarily for the human health
and energy consumption. The factors driving UHI is an important aspect of climate
research. Several attempts have been made employing a range of methods to inves-
tigate the energy balance of global urban centres. India ranking at second largest
urban population of the world is projected to have the highest urban growth rate in
the next 30 years. The UHI studies in India have been undertaken mostly within indi-
vidual cities using varied methodology. This chapter provides a concise compilation
different studies characterizing UHI for urban centres of India. The chapter briefly
reports results from the first assessment of seasonal and diurnal characteristics of
SUHI overall large urban centres of India carried out by Shastri et al. in Sci Rep
7:40178 (2017).
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1 Urbanization

Urbanization refers to the growth of towns and cities due to large proportion of
the population living in and moving to the urban areas and its suburban. Urbaniza-
tion is therefore defined as a population shift from rural to urban areas, the gradual
increase in the proportion of people living in urban areas. With the industrial rev-
olution in 1830s and the subsequent increase in the world’s population, rapid land
use–land cover (LULC) change has been underway. Forests have been altered to sup-
port farmland, grassland and other land uses; natural landscapes have been modified
to support settlement causing urbanization to rise (World Urbanization Prospects
2014).

Globally, 30% of the world’s population resided in urban areas during 1950s
and this has been increased to 54% in 2014. By 2050, it is projected to rise up to
66% (World Urbanization Prospects 2014). It is further estimated that 90% of urban
growth is taking place in the developing countries (World Urbanization Prospects
2014). The urban growth is particularly pronounced and more rapid in India, than
expected (Census of India 2011). During the last 50 years, the population of India has
been more than double, whereas the urban population has increased nearly five times
over the same period of time (Census of India 2011). At present, India houses three
megacities (one with a population of over ten million people) of the world (Mumbai,
Delhi andKolkata). The number of Indianmegacities is expected to increase to six by
the year 2021 (including Bengaluru, Chennai and Hyderabad), when India will have
the largest concentration of megacities in the world (World Urbanization Prospects
revision 2014). According to the World Bank’s urban challenges studies for India,
the estimated urban population of the country will reach 500 million by the year
2017.

2 Urban Climate and UHI Development

The fast-growing urban areas carry out huge anthropogenic activities that burden
natural environment and its resources like air–water quality and space. The urban
areas have different climatology to their rural surroundings. Urbanization develop-
ment significantly modifies the moisture, radiation balance, thermal stability and
aerodynamic properties at the surface level. The urban climate refers to the climate
affected by the presence of a town or city. There exists a distinct urban boundary layer
due to modification of the heat balances, fluxes, mass and momentum. The impor-
tance of understanding urban weather and climate, and the impacts of urbanization
on regional weather and climate, continues to grow. The Intergovernmental Panel
on Climate Change (IPCC) (Jones et al. 2007) noted that understanding the role of



Urbanisation and Surface Urban Heat Island Intensity (SUHII) 75

urban LULC and pollution on climate change is an important topic in future climate
research. The urban climate research examines and understands the atmosphere in
direct contact with urban land covers (Oke 1988). It mainly refers to understand the
difference between the urban and the non-urban climate, the impact of UHI on the
regional climate.

The changes in LULC have given rise to significant changes in the ecosystem
structure, impacting its functions and induce serious environmental issues threaten-
ing sustainable development (Grimm et al. 2008). Different studies have addressed
issues relating to urbanization in relation to energy, land use and climate (Grimm
et al. 2008). The LULC changes associated with urbanization lead to the changes in
climate as evident from enhanced land surface temperatures and formations of UHI
(Landsberg 1981). The UHI intensity is conventionally measured as the difference in
air temperature between an urban and a nearby rural location (Landsberg 1981). The
UHI is observed to have a seasonal and diurnal variability. In addition, UHI patterns
vary with the changes of regions (Imhoff et al. 2010). It is of great significance to
characterize and monitor the ongoing urbanization processes. At the same time, it
is equally important to understand, simulate and project the local and regional envi-
ronmental effects and feedbacks associated with expanding urban centres (Grimm
et al. 2008).

The land–atmosphere interaction is an important component of the earth system. It
is largely realized that the urbanization can impact local weather and regional climate
due to the land use changes and associated increased emission of greenhouse gases
and aerosols. The urbanization impact alters the regional rainfall patterns through the
UHI impacts, mesoscale convergences and urban aerosol interactions in a humid and
convectively unstable environment. The impact of UHI on global water cycle through
the development of clouds and changes of precipitation patterns within and around
the urban areas is alsowidely recognized (Shepherd 2005). TheUHI inwarm climatic
condition is of special concern due to the increased occurrences of heatwaves (Basara
et al. 2010). Even though there is a long-term increase in the rainfall amounts under
global warming, the LULC change can also be an additional factor contributing to
regional climate change (Kalnay and Cai 2003; Shepherd 2005).

3 UHI of Global Cities

The urban heat island is first documented by Luke Howard in 1820 in the city of
London (Landsberg 1981). The contrast of surface energy exchange between urban
and suburban areas is recognized as the major drivers of urban heat island (Oke
1988; Arnfield 2003). The two major sources of energy available to produce UHI
is anthropogenic heat flux produced by the dense habitat over an urban region and
downward net solar radiation. These sources of energy are converted into sensible
heat fluxes, latent heat fluxes, surface heat storage and net heat advection (Arnfield
2003). The partitioning of energy is largely governed by the land cover (urbanization-
vegetation). SUHI is a spatiotemporal phenomenon largely governed by the extent of
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urbanization. The UHI in different regions across the globe is observed to have sim-
ilar characteristics, with a difference of temperature ranging from 1 to 4 °C between
urban and nearby non-urban regions (Peng et al. 2012). The increased tempera-
tures in urban areas may be connected with higher occurrences of heat waves, heat
stress-related health problems (Grimm et al. 2008), increase of local convections and
heavy precipitation events (Huff and Changnon 1972; Changnon et al. 1981; Shastri
et al. 2015; Grimm et al. 2008), with consequent increases in hazard of extremes.
High hazard, along with higher vulnerability due to rapidly growing populations and
infrastructure, leads to higher risk.

The analysis of 419 global big cities shows positive SUHII with a diurnal varia-
tion, as computed from Moderate Resolution Imaging Spectroradiometer (MODIS)
data (Peng et al. 2012). The average annual daytime SUHII (1.5±1.2 °C) is reported
to be higher than the annual night-time SUHII (1.1±0.5 °C) (P <0.001), with no
correlation between the two (Peng et al. 2012). The SUHII in Europe is observed to
be dependent on the size of urban regions with seasonal variations (Lei et al. 2014).
The analysis of SUHII in the USA reveals dependence of UHI variation on the effi-
ciency of heat convection to the lower atmosphere within urban and rural areas (Lei
et al. 2014). An investigation of UHI in Asian megacities illustrates strong negative
associations with the urban vegetative cover estimated with positive associations
with built-up areas and normalized difference vegetation index (NDVI) (Tran et al.
2006). The study, however, does not investigate the relative contribution of these
two factors. On the whole, different studies of global and regional scale suggest
warmer urban region as compared to the nearby non-urban regions, with differential
long-term trend (Zhou et al. 2015).

4 UHI of Indian Cities

The urban centres in India altogether have the population of 380 million (Census of
India 2011). So far, studies of UHI in India have been taken mostly within individual
cities using diverse methodology. Table 1 provides a brief listing and findings of UHI
studies over India.

5 Diurnal and Seasonal SUHI of Major Indian Cities

A comprehensive analysis of the characteristics of UHI in all major urban centres of
India is performed by Shastri et al. (2017). The study presents evaluation of SUHII
of 84 cities in India with uniform methodology including both seasonal and diurnal
characteristics along with the factors affecting the SUHI development. Amongst the
selected 84 urban centres in India, nine have populations of greater than 5 million,
34 have population in the range of 1–5 million and 46 have population in the range of
0.1–1 million. The spatial extent of urban land cover is identified based on the LULC
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Table 1 UHI studies for different urban centres of India

S. No. Urban centre Conclusion

1 Bangalore (Ramchandra and
Kumar 2010)

LST is computed from Landsat thematic mapper
(TM), enhanced thematic mapper (ETM) and MODIS
LST data for different land use classes of the city. The
estimated LST for years 1992, 2000 and 2007 reveals
that increased urbanisation has resulted in higher LST
due to high level of anthropogenic activities.
LST-NDVI relationship is investigated and reported to
have a negative correlation

2 Banglore (Ambinakudige
2011)

The UHI is evaluated with the help of Landsat ETM
Plus data. A significantly lower mean temperature in
the city core than the outgrowth zones is revealed by
LST-land cover relationship. The reason behind which
is indicated as the presence of vegetation water bodies
and in the city’s core. Within the different land cover
classes, city core temperature is observed to vary from
1 to 7 °C

3 Chennai (Faris and Reddy
2010)

The LST difference between the urban and the
surrounding area is assessed with the help of Landsat
ETM Plus data for the year 2000. The results indicate
that the land surface temperature values hold a positive
correlation with dense built up and negative correlation
with the vegetation cover

4 Chennai (Devadas and Lilly
2009)

The UHI is assessed through mobile recordings of
urban air temperatures covering the major areas of the
city for months May 2008 and January 2009. The
results indicate UHI with an increasing air temperature
in radial fashion from the suburbs towards the city
centre. The mean UHI intensity is higher during winter
than summer

5 Delhi and Mumbai (Grover
and Singh 2015)

The UHI is assessed using the Landsat TM image of
April 17, 2010, for the city of Mumbai and May 5,
2010, for the city of Delhi. Due to the mixed land use,
the ridge forests and river cutting across the city, and
considerable tree cover along roads; the UHI is
observed to be not very prominent in the city of Delhi.
Mumbai, on the other hand, processes a stronger UHI
where the heat is trapped within, the urbanized zones,
whereas the sea, creeks and lakes act as heat sinks. The
stronger negative LST-NDVI correlation is observed
over Mumbai than Delhi

6 Delhi (Mohan et al. 2009) Surface meteorological observations were taken using
multisite ground-based mini-weather stations and
meteorological towers for 25–28 May 2008. The UHI
intensity is found to be more both in the night and
afternoon hours and dominant in areas of dense built
up with intense human activity

(continued)
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Table 1 (continued)

S. No. Urban centre Conclusion

7 Dehi (Mohan et al. 2013) The UHI is assessed with a network of
micrometeorological observational stations across the
city. Dense commercial areas were observed to have
highest UHI. The UHI based on in situ ambient
temperature is compared with the satellite-derived
LST, a reasonable comparison is observed between
this datasets during night-time; however, the relation
was found to be poor during daytime. The impact of
land cover was also reflected with the built-up
canopies reported largest gradient between air and skin
temperature

8 Delhi (Babazadeh and
Parvendra 2015)

The UHI is derived from Landsat data over the years
2000–2014. The study reveals that the UHI intensity is
high during summer season compared to monsoon and
winter seasons. The formation of heat island is
controlled by vegetation density. UHI increases during
night-time

9 Delhi (Pandey et al. 2012) The monthly day and night-time UHI is observed with
the help of MODIS satellite data during the period
2007–2010. A prominent night-time UHI over central
parts of the city is reported almost throughout the year.
However, during the daytime an urban cool island is
observed for the months of May, June, November and
December. The study reports strong negative
correlation between UHI intensity and mean monthly
aerosol optical depth indicating a significant role
played by aerosols in governing the urban thermal
structure

10 Hyderabad (Franco et al.
2015)

The growth and LST of urban built-up areas is
observed with Landsat 5 TM data of the years 1989,
1999 and 2009. The study shows a 67% loss in water
bodies, while the urban built-up areas have grown by
270%. The temperature profile shows a dip in
temperature while encountering water bodies, gardens
and parks

11 Hyderabad (Badarinath et al.
2005)

The day and night UHI is observed with the help of
AATSR satellite data; field campaigns are conducted
in synchronous with the satellite overpass for
validation purpose. The satellite-derived surface
temperature values are found to be within 1 °C from
ground measured values. The night-time heat island
formation observed with core urban regions showing
high temperatures

(continued)
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Table 1 (continued)

S. No. Urban centre Conclusion

12 Kochi (Thomas et al. 2014) The UHI intensity is quantified with mobile surveys
carried out from January 2011 to March 2013. The
pre-dawn UHI is observed to be more intense than
early night UHI, also intensity in winter is stronger
than in summer. The study area is classified into
different local climate zones (LCZ), thermal gradient
and cooling rates are observed within the zones and
validated with the LCZ classification. The maximum
UHI intensity is seen in the central part of the city

13 Nagpur (Kotharkar and
Meenal 2015)

Traverse surveys were carried during the summer and
winter seasons, for the years 2012–2014, to measure
night-time mean canopy UHI intensity. Canopy UHI
effects were found to be most prevailing in high
building and population density areas. The negative
impact of vegetation and positive effect of population
density is revealed

14 Pune (Deosthali 2000) A mobile survey is conducted in April 1997, and the
recording of dry bulb temperature and wet bulb
temperature is obtained for city. The results indicate
that at the sunrise time the core of city appears as heat
and dry island, whereas at night-time it appears as both
heat and moisture island. There are several
morphological variations in hill slope around the city,
including dense vegetative cover, barren lands and
residential areas. These variations induce a cool
airflow of varying intensity. The presence of vegetative
cover induces formation of a cool pool resulting in the
linearity in the main heat island in downwind
direction, whereas warm pockets are developed within
the built-up areas. The city processed a basin-like
topography, due to which the influence of winds
becomes dominant. The thermal circulation system
within the city arises from spatial uniformity in the
pattern of temperature and humidity

15 Thiruvananthapuram (Ansar
et al. 2012)

The variation in air temperature variations was
recorded by mobile traverse across the study area. The
stationary air temperature recorders are used to record
warming and cooling rates in urban and suburban
areas. The intensity of UHI at the urban centre is
observed to be 2.4 °C. The study also observed
significant distinction between the rate of cooling in
the urban and rural areas

(continued)
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Table 1 (continued)

S. No. Urban centre Conclusion

16 Bhopal (Gupta et al. 2009) The study estimates UHI with the help of Landsat TM
thermal bands. The surface temperature. GIS takes into
account the spatial scenario. The combination of both
provides a model which presents a city map where one
can find the buildings which require attention in the
sense of energy consumption. This would help in
restructuring urban plans, traffic diversions, alternate
cooling mechanisms, etc. Therefore, mitigation of
thermal pollution would indeed help in planning urban
development with minimum environmental
degradation

17 Ahmedabad (Joshi et al.
2015)

The study of UHI effect using Landsat ETM satellite
data and field measurements is carried out. The field
temperature in various zones of the city is measured
using IR Gun. As compared to the suburban areas in
the city, the surface temperature near dense urban and
industrial areas and are reported to be higher

18 Mumbai (Maral and
Mukhopadhyay 2002)

The UHI is estimated for the time period 1976–2007
based on the meteorologically observed surface air
temperature over the two urban stations of the city
Mumbai and two peripheral non-urban stations. The
study reveals that UHI is prominent during winter
season for both day and night-time than the summer
season

19 Noida (Kikon et al. 2016) The UHI is assessed with the help of field data,
meteorological observations and Landsat thermal
dataset for year 2000 and 2013. Estimated UHI
showed a negative correlation between NDVI,
Emissivity and temperature whereas, NDBI, Albedo
and temperature showed a positive correlation. The
change in temperature is reported mainly due to
increase in impervious areas

map from MODIS, during 2008. The city clustering algorithm (CCA) (Rozenfeld
et al. 2008) is used to determine the extent of urban area for all the 84 cities. The
percentage of urban to the nearby non-urban area is preserved as 50–150%, following
earlier studies (Zhou et al. 2015). Figure 1 presents four different urban clusters,
namely New Delhi, Hyderabad, Ahmadabad and Varanasi (Fig. 1a–d, respectively)
having varied size, and they are from different geographical location in the country.

Here, it is to be noted that the selected non-urban area does not include suburban
belts which have built-up areas as dominant land use. The CCA includes peripheral
suburban region as a part of the corresponding urban centre as they have urban built
up as the dominant LULC.

The spatial average of observed SST over all the grid points for an urban (buffer)
region is taken to compute the mean LST over an urban (non-urban) region. For any
kth selected urban (non-urban), the mean LST is computed as
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Fig. 1 Selection of urban and surrounding non-urban region a identified urban cluster of New
Delhi, the pink area represents the cluster for urban centre, while its boundary is outlined with
black line. The green areas are other surrounding region near an urban centre, where the land cover
is characterized by a large share of crop areas. The boundary of nearby non-urban region is outlined
with red line. b–d same as (a) for the urban centres of Hyderabad, Ahmadabad and Varanasi,
respectively. e Location of cities with their population

TU/NU
(k) � 1

n

n∑

i�1

TU/NU
i(k) (1)

The study evaluates mean LST during 2003–2013 using eight-day composite LST
dataMODIS-aqua. The difference between LST over an urban and nearby non-urban
region is defined as SUHII (�T(k)).

�T(k) � TU
(k) − T NU

(k) (2)

The study excludes all the grids with LST error more than 3 °C while evaluating
meanLSTof the urban (non-urban) regions for quality control. The SUHII evaluation
with this study for a given day is made only if minimum 50% of the grids LST
values are available for both urban as well as nearby non-urban regions. The daytime
(early afternoon~13:30) and night-time (night ~01:30) SUHII is computed separately
during winter season (months of December–January–February) and summer season
(months of March–April–May). The analysis does not consider the months June
to August as summer due to the dominance of summer monsoon rainfall during
those months. The SUHII is tested for statistical significance at the 95% significance
level with the help of Student’s t tests. The study makes observation on changes in
vegetation condition is made with the help of MODIS-aqua sixteen-day composite
normalized differential vegetative index (NDVI) and evapotranspiration (ET) data.
The ERA-Interim reanalysis data are accessed to check the background surface-level
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Fig. 2 Seasonal and diurnal variations in surface urban heat island intensity (SUHII) in Indian
cities, sensitivity of summer and winter daytime SUHII to the population. SUHII during summer
day a and summer night-time, b with the differences between them (c). In a, b, the statistically
significant surface temperature differences between urban and surrounding non-urban areas are
shown with “+”. e–g are same as (a), b, c but for winter season. Sensitivity of summer night-time,
g winter night-time, h summer daytime, i and winter daytime, j SUHII to the population. Both
summer (g) and winter (h) night-time SUHII are positively correlated with population of the city.
Adapted from Shastri et al., 2016 under Creative Commons Attribution 4.0 License

air temperature. The particular reanalysis data are provided by European Centre for
Medium-Range Weather Forecasts (ECMWF) (Dee et al. 2011). The study also
examine possible role of BC aerosols, with the help of the BC emission data at
0.25° latitude spatial resolution, computed following earlier studies (Sadavarte and
Venkataraman 2014; Pandey et al. 2014). The association of SUHII with population,
background air temperature, vegetative condition as well the BC emission density is
computed with the help of correlation analysis.

The study observes that during summer days, particularly in Gangetic Basin and
Central India, majority of the urban centres in India has statistically significant
negative SUHII (Fig. 2a). This is completely in contrast to the positive values that
are presumed to occur as an impact of urbanization. UHI is prominently observed
during summer nights, with SUHII become significantly positive over central India
at almost all locations (Fig. 2b). During winter days, positive SUHII is observed in
urban regions of the Gangetic Basin. At the same time, southern and west central
India negative SUHII is observed (Fig. 2d). During night-time in winter season, leav-
ing just one location all the urban centres observes positive SUHII is (Fig. 2e). The
differences between daytime and night-time SUHII are similar during both summer
and winter season (Fig. 2c, f). The observed mostly positive differences between
night-time and daytime LST in the summer season indicate a strong diurnal charac-
teristic of SUHII within interior of India (Fig. 2c).

The study observes that for both summer and winter season, night-time
SUHII is significantly correlated with population in the particular urban centre
(Fig. 2g, h). However, the megacities do not reveal the similar correlation, possibly
because in megacities the population pattern and built-up areas are different as com-
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pared to other urban areas.At the same time, SUHII development during daytimedoes
not reveal any significant correlation with strength of urban population (Fig. 2i, j).

The study investigates and discusses the findings on unexpected negative daytime
SUHII in the summer season. The reduced vegetation cover in non-urban regions
is found to be responsible for the unusual SUHII during summer daytime. A very
low vegetation cover (NDVI) over India is observed during the dry summer (pre-
monsoon) compared to winter season (post-monsoon) (Fig. 3a, b). The changes in
summer season NDVI between urban and nearby non-urban regions range from
low positive to slightly negative (Fig. 3c). This pattern does not occur in winter
(Fig. 3d). The difference in NDVI between urban and non-urban regions negatively
correlates with SUHII in both summer and winter season (Fig. 3e, f). The differences
in vegetative cover (NDVI) between urban and nearby non-urban regions are vastly
negative during the winter season, resulting in positive SUHII during the winter
season (Fig. 3g, h). The study delineates the types of land use within the non-urban
regions. It is observed that for the larger part of non-urban regions, land is used as
cropland (Fig. 3i). Lowvegetation during the summer (pre-monsoon) results in barren
land surfaces that have a lower albedo compared to built-up (urban) areas (Lim et al.
2005). Hence, the observations made by the study support the hypothesis that low
vegetation in non-urban regions results in negative SUHII. The SUHII during night-
time does not depend on vegetation condition, because in the absence of sunlight,
albedo plays a minimal role. This results in night-time positive SUHII.

These observations largely reveal that during summer (pre-monsoon) season,
majority of the locations in India behave similar to a dry arid region with low vege-
tation in the non-urban regions. Therefore, the SUHII characteristics are similar to a
dry arid region. Negative UHI has been reported for urban locations in arid or semi-
arid regions of north-western China (Quan et al. 2014), western US and central Asia
(Peng et al. 2012). The cooling at the urban sites largely attributes to higher evapora-
tion within cities resulting from human consumption of water and the increased ET
from the protected vegetative cover in the urban regions. This results in modification
sensible and latent heat fluxes at surface level.

The attribution of ET variation amongst urban and nearby non-urban region
variation to SUHII during daytime in summer and winter season is examined. The
non-urban regions that mostly comprises of croplands and grasslands (Fig. 3i) turn
into barren land during the summer (pre-monsoon) period. This reduces the ET in
non-urban regions. At the same time, urban regions have comparatively higher ET,
largely consequential from consumption of water by humans and the increased ET
resulting from the planted vegetation. In the urban regions, this impacts the latent
sensible and latent heat flux, resulting into cooler urban places as compared to the
nearby non-urban regions. The ET during the two seasons is presented in Fig. 3j, k
with the respective SUHI. The plots show negative and statistically significant corre-
lation between the differences in ET and SUHII (Fig. 3n, o). This further establishes
the association mentioned above. The positive SUHII during winter season results
mainly from highly negative difference in ET between urban and non-urban regions
during winter (post-monsoon) season (Fig. 3l, m). The summer daytime temperature
within the urban centres is therefore lower than the surrounding non-urban because of
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Fig. 3 SUHII association with vegetation cover. The daytime SUHII for summer (a) and winter (b)
season are overlaid on the vegetation cover. The estimated differences in vegetation cover between
urban and nearby non-urban regions during summer (c) and winter (d) season. The SUHII during
summer and winter daytime is negatively associated with differences in vegetation cover between
urban and nearby non-urban region (e, f, respectively). g, h presents the differences in vegetation
cover between urban and nearby non-urban regions, respectively, for summer and winter season.
The nearby non-urban regions largely comprise of cropland (i). The UHI indications with red and
blue circles are same as Fig. 2j–q same as a–h but for ET. Adapted from Shastri et al., 2016 under
Creative Commons Attribution 4.0 License

evaporative cooling of urban area. The ET in non-urban regions increases duringwin-
ter (post-monsoon) season, resulting into a positive SUHII. Thus, the study explains
that changes of sign in the SUHII from dry summer to the winter (post-monsoon).
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In north and central India, the opposite seasonal patterns of SUHII are reported
between summer and winter season (Fig. 2) with positive winter daytime SUHII,
which is in contrast to negative summer daytime SUHII. Daytime land surface tem-
perature could also be influenced by the atmospheric abundance of radiation absorb-
ing constituents, such as black carbon (BC) aerosols, which are pollution particles
emitted from incomplete combustion of fuels that strongly absorb radiation over the
entire solar spectrum (Bond et al. 2013). Radiation absorption from BC can lead
to heating of the atmospheric layers in places where these particles are abundant at
instantaneous rates of up to several degrees kelvin per day (Kuhlmann and Quaas
2010). The possible role of BC aerosols is examined with the help of the spatial
SUHII plots overlaid on BC emission fluxes. The BC emission fluxes spatially dis-
tributed on a 25 km grid are obtained from the recent emissions inventory for India
(Sadavarte and Venkataraman 2014; Pandey et al. 2014). The BC spatial distribution
in winter revealed larger emissions in the Indo-Gangetic plain and central India, as
well as some clusters in the west coast (Ahmadabad-Mumbai belt), east coast and
south India, corresponding to the density of users of biomass fuels (Fig. 4a, b). On
average, BC emissions and emission density are larger in northern India in the win-
ter months (DJF) than in the summer months (MAM). A BC-mediated mechanism
of radiation flux change would only manifest during daytime, from solar radiation
absorption by BC. Thus, comparing daytime SUHII values in winter with those in
summer, it is observed that SUHII is associated with higher wintertime BC emission
density in over 20 sites, where SUHII is positive (red) in winter but negative (blue)
in summer (Fig. 4a, b).

This change in SUHII indicates urban land surface temperatures exceeding those
in adjoining areas in the winter months, co-located with increases in BC emission
density, while falling behind adjoining areas in summer months. Further, at approx-
imately 10 more sites in northwest and central India, negative SUHII values are
reduced (smaller blue circles as in Fig. 4a, b) in winter compared to SUHII values
in summer, once again indicating that land surface temperatures in urban areas with
higher BC emissions increase compared to temperatures in adjoining areas in the
winter months. A correlation analysis of point SUHII with BC emission density
(Ton grid−1 mon−1), however, failed to show a significant association (Fig. 4c, d).
This is not unexpected because changes in the radiation balance would be linked to
the atmospheric concentration of BC in the surface layer and its vertical distribution
rather than to emissions. In winter months, the prevailing meteorology in north India
leads to low mixed layer heights and poor ventilation rates (Tripathi et al. 2006),
which concentrate pollutants close to the surface. Thus, emission distributions, such
as those analysed in this work, reveal a possible influence of BC emissions on SUHII.
Further analysis is needed, utilizing such emissions in regional climate models to
calculate columnar concentrations of BC and subsequent radiative effects, which
could influence the surface radiation balance.

The temperature also observes a strong diurnal and seasonal variability over the
Indian sub-continental region. The air temperature over Indian land mass reduces
from summer to winter months owing to the differential solar radiative heating
(Fig. 5a, b). The air temperature further reduces from day to night with both the



86 H. Shastri and S. Ghosh

Fig. 4 Effect of seasonality in black carbon (BC) emissions on seasonal variability of SUHII.
The SUHII during summer and winter daytime is overlaid on the BC emission colour map (a, b,
respectively). The red and blue circles represent the same as in Fig. 1. Sensitivity of the daytime
SUHII to black carbon (BC) emission, c dependence of summer (d). Winter daytime SUHII on BC.
Adapted from Shastri et al., 2016 under Creative Commons Attribution 4.0 License

individual season in absence of direct solar heating (Fig. 5c, d). The observation
of surface-level air temperature indicates that the summer daytime high temperature
over the peninsular and central highlandsmainly results in the negativeUHI (Fig. 5a).

The overall surface air temperature is observed to have negative correlation with
SUHII during both winter and summer season (Fig. 5e, f). This points out that when
the near-surface air temperature is high, the SUHII will be low, which is indicative
of are latively lower LST in urban regions. Thus, remarkably the study reveals that
in comparison to the other regions around globe the urban heat wave characteristics
of India are different.

Further, it is observed that during summer, when temperature reaches at annual
maxima the SUHII is negative for more than 50% urban centres (Fig. 5g, h). This
observation very importantly leads to a conclusion that in India for majority of urban
regions the intensities of heatwaves are lower as compared to the nearby non-urban
regions. This finding is in contrast with the general understanding of urban climate,
primarily due to low vegetation cover in non-urban regions in the summer season.
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Fig. 5 Association of SUHII in India to the surface temperature. Attribution of SUHI to the surface-
level air temperature (T air); Summer daytime a night-time, b winter daytime, c night-time, d T air
overlaid with the corresponding SUHI, e dependence of summer, f winter daytime SUHI on T air.
h Differences of daytime LST between urban and nearby non-urban regions when the temperature
reaches annual maxima at individual locations. Each of the boxes represents each city. Adapted
from Shastri et al., 2016 under Creative Commons Attribution 4.0 License

6 Summary

Global and regional (USA, Europe, Asian megacities excluding India) studies
revealed positive SUHII with seasonal and diurnal variability. The Census of India
(2011) reveals an unprecedented urbanization growth over the country over last few
decades. The urban population of the country is near to 3.8 million. However, the
characteristics of Indian SUHII are highly overlooked. The studies have been under-
taken mostly within individual cities using varied methodology, without any definite
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investigation of SUHII variability during different seasons, different time of the day.
Shastri et al. (2017) present thefirst analysis on the characteristics of SUHII over India
with its diurnal and seasonal variations. The analysis observes strong negative SUHII
(urban cool island) over majority of urban areas in India during summer daytime, as
opposed to the expected impacts of urbanization. The study finds strong association
of the low vegetation cover in non-urban regions with the observed unexpected pat-
tern of SUHII during summer daytime, as observed in satellite retrieved NDVI. The
daytime SUHII is negatively correlated with the regional background temperature,
as opposed to the conclusions derived from earlier studies, for other regions. During
summer nights the urban impacts get prominent with positive SUHII. The analysis
speculates that the higher emission of absorbing black carbon in urban areas of Indo-
Gangetic plain during winter is one of the possible reasons for this seasonal change.
This chapter emphasizes the need for careful assessment of SUHII of Indian cities
for policy making and linking them to regional climate implications such as extreme
precipitation.
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Future Heat Wave Projections
and Impacts

Kamal Kumar Murari and Subimal Ghosh

Abstract Heat waves are a special class of climatic hazards that have a disastrous
impact on many different systems. In the recent past, there has been a considerable
improvement in scientific understanding of heat waves; however, most of this under-
standing is limited to the climatology of developed countries. There is a limited
systematic understanding of heat waves and their impact on developing countries
including India. This chapter reviews studies in establishing plausible links between
climate variations, climate change and the heat waves, particularly in the context
of India. The chapter also tries to understand the mechanisms responsible for the
occurrence of heat waves. Further, the chapter shows evidence from studies that use
climate models with statistical techniques for more accurate characterization of heat
extremes and improving projections. Heat waves in India are expected to be intense,
more frequent, and to be of longer duration in future due to global warming. This
possibility will make the population more vulnerable to the impact of heat waves.
The consequence of future heat waves might be severe; therefore, there is an urgent
need to prepare a strategy to deal with its likelihood consequences. This is important
in the context because the current policy does not consider heat waves as a serious
hazard. The content of this chapter aims to provide the general public, policy makers
and planners with the kind of effectual information which would enable them to
understand and deal with the heat waves as a natural disaster.
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1 Introduction

One of the most worrisome aspects of global warming is that as the earth becomes
warmer overall, other facets of its climate patterns will also change. Extremes may
rise everywhere. This is one of the reasons that climatic extremes have received a
special attention by the scientific community. The recent Intergovernmental Panel on
Climate Change (IPCC) assessment report also stresses upon the observed evidence
of increase in climatic extremes and their impacts (Field et al. 2014).

Extreme temperatures are already having impacts on human health (Patz et al.
2005), agriculture (Lobell et al. 2012), forest and ecosystems (Teuling et al. 2010).
The projections of increased intensity, duration and frequency also point to a serious
concern for ecosystem and society (Field et al. 2014). However, assessment of the
impact of extreme temperature on the socio-economic system is not straightforward
because of the influence of other stresses such as social deprivation, disease and con-
flict (Easterling et al. 2000). The future changes in temperature extremes associated
with human-induced warming may put some additional challenges by affecting both
society and ecosystem (Stott et al. 2004).

All of these will have severe ecological, socio-economic and physical repercus-
sions. It is essential, therefore, to focus on climate extremes such as heat waves
and invest in understanding and preparing for them. This requires an understanding
of characteristics of extreme temperature episodes, in the past as well as future, to
develop a knowledge base about the future course of action. As things stand, how-
ever, even as the scientific understanding of human-induced climatic change grows,
significant gaps yawn in the scientific understanding of climate extremes. This is
largely due to the fact that warming is a global phenomenon, whereas extremes are
local ones.

There are several methods of projection global and regional temperatures. General
circulation models (GCMs), popularly referred as global climate models, is one
such tool to project global and regional temperatures. On the global scale, these
are all quite effective for the purposes that they are used, but not for monitoring or
understanding localized climate patterns, especially extremes. Statistical methods
and other data mining-based approaches would be more effective in this context.
However, such methods are applied in the limited sense partially due to lack of
availability of appropriate observed data at required spatial scale. Despite significant
progressmade in recent years, however, our ability to establish credible links between
climate variations, climate change and climate extremes is still not robust enough. A
great deal of work needs to be done to generate predictive insights and address the
knowledge gaps.

There is no doubt that future pattern of heat waves might result in devastating
impacts; the poor and vulnerable will be the most impacted (Mazdiyasni et al. 2017).
Undoubtedly, India is more vulnerable to the impacts of heat waves, the rationale for
this assertion is that it has a large proportion of the population which is poor and has
no access to basic amenities such as water, electricity and primary health facility.
In addition, a large proportion of population already live in areas where summer is
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much warmer. What do we know about the past patterns of heat waves? How do we
measure them? How will heat waves be changed in the warming world? These are
some of the key questions that are centred on the current scientific debate on the issues
of climate variability and climate change. This chapter provides an overview of the
current scientific literature on the subject and attempts to seek the answers to these
questions. This chapter also reviews India-specific studies that utilizedmore accurate
characterization of climate extremes and improving projections by a comprehensive
assessment of uncertainties.

In the chapter, first two to six sections are themed around: understanding extreme
temperature and heat waves; relevance of heat waves as a climatic hazard, and heat
wave as a climatic hazard in the Indian context and their projection using climatic
models. By the end of this chapter, the reader is expected to have a clear understanding
of how heat waves are distinctive with respect to the other climatic hazards. There
are, of course, gaps and limitations in the literature, which, if filled, would provide a
comprehensive understanding of issues that are discussed in the chapter. The chapter
endswith concluding remarks that call for an overview of recent developments where
future research on heat waves should focus.

2 Understanding Extreme Temperature and Heat Waves

This section gives a background on an understanding of heat waves. It covers the
definition of heat waves and a background on the implication of the use of different
definitions of heat waves. In doing so, the section gives an overview of the role of
synoptic meteorology, land surface and soil moisture, climate variability and tele-
connections, and global warming for the occurrence of heat waves.

2.1 Definition of Heat Waves

Heat waves are defined as a period of anomalously high temperature leading to hotter
conditions (Robinson 2001); such episodes are common in the summer months in
most places across the world. There is no universally accepted definition of heat
waves, the definition of heat waves varies with geography. The definition also varies
with the parameters used in the impact assessments by the user community.

The existing definitions of heat wave lead to various estimation of heat wave
characteristics and impact (Smith et al. 2013). Heat wave characteristics refer to
(1) intensity (maximum temperature during heat wave episodes, also referred as
magnitude in some literature), (2) duration (length of heat wave episodes in days),
(3) frequency (occurrence of heat wave episodes per year or per season), (4) the date
of first occurrence of heat waves and (5) geographical exposure. The implication
of the use of different definition of heat waves is that the inference of heat wave
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Fig. 1 A schematic illustration of heat wave characteristics. The blue line shows daily maximum
temperature profile, and the green line shows the IMD threshold for heat waves in India. Days in
the horizontal axis show the days of a year starting from January 1 of that year

characteristics changes with the choice of definition, and therefore, there is a change
in impact associated with heat waves.

Figure 1 shows an illustration of heat wave characteristics—intensity, duration
and frequency—using a daily maximum temperature data and threshold as suggested
by India Meteorological Department (IMD). According to the IMD definition, if a
day’s temperature is about 6 °C above its long-term average or greater than 45 °C,
the days are declared as heat wave day.1 A heat wave can last for several days if
the daily maximum temperature is above the threshold. The consecutive periods
of high temperature are referred to clusters or spells. Heat wave clusters or spells
are separated if there is at least a single day between them when the maximum
temperature is lower than the threshold. Heatwave intensity (ormagnitude) is defined
as the peak temperature of a cluster or spell, for instance, spell 2 has heat wave
intensity of about 44.5 °C. The duration corresponds to the number of days in a
cluster or spell, for instance, spell 2 has a duration of 8 days; the frequency is the
number of clusters or spells per season, and there are about 4 spells of heat waves in
a season as illustrated in Fig. 1.

The choice of definition of the heat wave is an important step for impact stud-
ies. Smith et al. (2013) and Perkins and Alexander (2013) provide a comprehensive

1See IMD glossary for the definition of heat waves. The glossary can be accessed at
imd.gov.in/section/nhac/termglossary.pdf (as on 1 January 2018).
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review of various existing definitions of heat waves and their corresponding merits
and limitations. According to Perkins and Alexander (2013), there is a wide varia-
tion of heat wave definitions within the impact community. Definitions and related
indices have been constructed by impact group keeping the sector (such as health,
wildlife, agriculture, transport and power) in mind; these are generally too special-
ized for the individual sector, and therefore, cannot be easily applied to other sectors.
This indicates to a point that construction of a common or universal definition of
the heat wave is not possible. However, it is important to note that heat waves are
abnormal periods of high temperature and their impact on a sector depends upon the
susceptibility and resilience of a sector. Therefore, whatever definition or metric we
use for a heat wave, it is useful to remember that heat waves are high-temperature
conditions leading to warmer atmospheric conditions.

2.2 Physical Drivers for Heat Waves

This section shows evidence on the meteorological background responsible for heat
waves. There are four main physical drivers responsible for the occurrence of heat
waves.

2.2.1 The Role of Synoptic-Scale Meteorology

The synoptic-scale meteorology is the large-scale atmospheric circulation, which is
mainly understood in terms of high- and low-pressure systems. These results in the
development of anticyclonic conditions which are responsible for a longer duration
high-pressure atmospheric conditions (Matsueda 2011; Dole et al. 2011). Formation
of anticyclonic conditions results in the blocking of low-pressure areas that lead to
a clear sky in the atmosphere. The clear sky conditions result in more downward
solar irradiation and the poor wind circulation, which leads to the warming of the
surface and heat waves (Pfahl et al. 2015). Heat waves in Australia are associated
with the propagating Rossby waves, which are planetary waves associated with the
pressure systems and jet stream. The 2010 heat wave of Russia is explained in terms
of the quasi-stationary anticyclonic condition overWestern Russia (Barriopedro et al.
2011). While, the occurrence of intense heat waves in Europe in 2003 is associated
with the combined influence of large-scale and local-scale drives (Huth et al. 2000).
The local-scale drivers are mostly influenced by land surface and soil moisture con-
ditions.

2.2.2 The Role of Land Surface and Soil Moisture

In the context of 2003heatwave ofEurope, a connection of land surface and soilmois-
ture was also explored (Seneviratne et al. 2006). Soil moisture affects the absorption
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of energy by the earth’s surface. The energy that reaches in the land is transformed
into latent and sensible heat components. Latent heat is responsible for the evapora-
tion of soil moisture from the land, while sensible heat is responsible for the heating
of the land. If antecedent soil moisture is high, latent heat will be the dominant heat
flux and will result in increased evapotranspiration from land. High evapotranspi-
ration cools the surface and increases the concentration of water vapour in the air.
When the soil is dry, sensible heat is the dominant mode of heat transfer, resulting
in heating of the land surface. Soil moisture variability found to be the main driver
of temperature variability in Europe in model simulations of both present and future
(Seneviratne et al. 2006).

2.2.3 Climate Variability and Large-Scale Teleconnections

Large-scale atmospheric circulation shows a pattern of variability, all of which have
effects on the surface climate variation. The global relationship of El Nino Southern
Oscillation (ENSO) and the temperature is clear; however, their role for the mani-
festation of local temperature depends upon its phase such as El Nino or La Nina
(Arblaster and Alexander 2012). In Europe, large-scale circulations are associated
with heat waves. Della-Marta et al. (2007) suggested that these large-scale circula-
tionswere affected byNorthAtlanticOscillation (NAO) via Sea Surface Temperature
(SST) changes in the Atlantic Ocean. Over Australia, ENSO has been found to influ-
ence the seasonal extremes (Nicholls et al. 2005). In case of North America, La Nina
patterns were found coincident with heat wave/drought of the year 2011 (Hoerling
et al. 2013). Heat waves over India have also been linked to large-scale circulation
(Kalsi and Pareek 2001), ENSO (Pai et al. 2013; Murari et al. 2016), and to the
variation of SST in Bay of Bengal (Bhadram et al. 2005).

2.2.4 The Role of Global Warming

The previous section recognized the role of natural variability for the occurrence
of heat waves. In the context of above discussion, a usual question that needs to
be answered is how much more likely global warming is the cause for heat waves?
Links between climate change and heat waves are often highlighted in media and
other reports, especially aftermath of European heat wave of 2003. Stott et al. (2004),
in the first study, applied the formal methodology of detection and attribution and
quantified the change in the probability of a heat wave in Europe similar to the one
that was experienced in 2003 under the influence of human activity. The study of Stott
et al. (2004) covers two sets of model simulation; the first set accounts for the past
effect of climate due to both man-made and natural factors (including increasing
greenhouse gas concentration), while the second set mimics only natural climatic
factors. This study found that the risk of 2003-like extreme European summer heat
is attributable to human influences on the climate system.
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In another study, using record-breaking statistics by employing Monte Carlo sim-
ulation, Rahmstorf and Coumou (2011) suggested that the occurrence of the Russian
heat waves had increased by fivefold during the last decade. Further, this suggested
that the warming trend in the Russian temperature is responsible for the record-
breaking condition of 2010 like heat waves. However, this finding of Rahmstorf and
Coumou (2011) in the context of 2010 Russian heat wave was contradicted by Dole
et al. (2011), who used an ensemble of multiple climate models to assess the con-
tribution of human activity on Russian heat wave. According to Dole et al. (2011),
they detected no trend in Western Russia temperature extremes in the climate model
simulations. Dole et al. (2011) suggested that human activity did not contribute to
the intensity of 2010 like heat waves in Russia; they indicated that atmospheric
mechanism and land-atmosphere feedbacks were the main responsible factor for
heat waves in Russia in 2010. There are two contradicting findings for the same heat
wave event, making it confusing to understand the causal mechanism. A year later,
Otto et al. (2012) suggested that the conclusions of neither of the study are wrong,
instead the conclusions should be verified in the context of the question framed. Otto
et al. (2012) pointed out that the magnitude of the Russian heat wave is primarily
driven by internal dynamics, as outlined by Dole et al. (2011), however, it stressed
upon the fact that the probability in the occurrence of this particular event over the
region of interest has increased when anthropogenic climate change is accounted for,
which is in line with the conclusions of Rahmstorf and Coumou (2011) (Otto et al.
2012). Therefore, global warming plays an important role and might influence the
occurrence of a heat wave in the world.

3 Relevance of Heat Waves as Climatic Hazard

Heat waves are an important class of climatic hazard due to its impact on the human
health. Changes in the characteristics of heatwaves such as intensity, duration and fre-
quency, and geographical exposure have the potential to have some serious impacts.
Observations suggest that in some parts of the World such changes are already hap-
pening (Meehl and Tebaldi 2004), leading to impact on human health in terms of
heat stress and mortality. Heat waves are expected to intensify around the globe in
the future, with a potential increase in heat stress and heat-induced mortality. Table 1
shows a comparison of impacts due to various meteorological and climatological
hazards from 1985 to 2015. An observation from Table 1 is that the exposure of heat
wave does not result in the monetary damages except the case of the 2010 Russian
heat wave where Barriopedro et al. (2011) suggested Russian grain harvest suffered
a loss of about 30% due to extreme temperature conditions. However, loss of life data
from Table 1 suggests that heat waves are a serious climatic hazard. The statistics
show that about 1000 lives lost due to exposure to individual heat waves, which is
higher in comparison to the lives lost due to other climatological hazards. This sug-
gests that heat waves are the deadliest climate and weather hazards that has caused
higher human causalities on per event basis.
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Table 1 Exposure and impacts of weather and climate disaster, at a global scale, for the period
from 1985 to 2015

Weather and
climate extremes

Total events Persons killed People affected
(in million)

Monetary
damage (in
billion US$)

Floods 3713 2,08,846 3147.8 644.5

Drought 439 27,150 1635.6 117.6

Cold waves 264 14,574 13.5 10.5

Heat waves 142 1,50,955 4.8 20.5

Tropical cyclones 1355 4,08,926 607.5 666.5

Disasters are defined according to international disaster database, which is a compilation of infor-
mation from various governmental and non-governmental sources. Further details of the database
are available at http://www.emdat.be/

A multi-model analysis suggests that most intense extreme future heat waves are
concentrated around densely populated agricultural regions of the Ganges and Indus
river basins (Im et al. 2017). This suggests climate change is expected to present a
serious and unique risk in South Asia, a region inhabited by about one-fifth of the
global human population, due to an unprecedented combination of severe natural
hazard and acute vulnerability. This is an important observation on ground of the
fact that model analysis suggest that Asia is expected to be highly exposed to heat
waves, which is considered to more vulnerable to heat stress on ground of (1) high
population density, (2) higher proportion of poorer people and (3) increasing risk of
illness and death related to extreme heat conditions (Im et al. 2017).

4 Heat Waves in the Context of India

This section describes heat waves in the Indian context. It gives an overview of
studies about temperature patterns and the role of climate variability on heat waves
in India.

4.1 Surface Temperature Trend Over India

Heat waves in India are commonly in the summer months (i.e. from March to June
and sometimes in the July months). The monsoon arrives in India after the summer
months that brings cooler wind and moisture and causes relief in temperature. There
are many studies on the observed temperature trends over India. Kothawale and
Rupa Kumar (2005) observed that all-India mean annual temperature has a trend of
increase of about 0.5 °C per century for the period 1901–2003; however, the 30-year

http://www.emdat.be/
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trend for the period 1971–2003 is 2.2 °C per century, which suggest Indian mean
annual temperature has an alarming rate of warming in the recent period.

4.2 The Role of Atmospheric Circulation and Heat Wave
Characteristics in India

There are limited studies that describe the role of atmospheric circulation on heat
waves in India. Jenamani (2012) suggested the possible role of a cyclonic storm in
Bay ofBengal that causedwesterly flow in the upper atmosphere resulting in blocking
ofmaritimewind over land. This led to a dry atmospheric condition that has triggered
1998 heat waves in Orissa. The 1998 heat wave of Orissa is also linked to El Nino
conditions (De and Mukhopadhyay 1998). Kalsi and Pareek (2001) identified the
role of formation of anticyclonic circulation on the upper atmosphere that results in
subdued convective activity and entering of more heat on the land, this explains 1999
North Indian heat wave. Bhadram et al. (2005) studied the 2003 heat wave of Andhra
Pradesh and found that the warmer SST anomalies over North Bay of Bengal were
responsible for heat wave-like condition in the state. In addition to these factors, the
late onset of Indian monsoon is also understood to be an important factor responsible
for the heat waves in India (Pai et al. 2013).

Heat waves in Indian normally occur in the pre-monsoon summer periods, typ-
ically during the months from March to May (Murari et al. 2015). This suggests
the possibility of the influence of factors affecting monsoon on the heat waves in
India. A delay in the arrival of monsoon will result in extending summer period and
thereby the exposure of heat waves. Murari et al. (2016) studied the relationship of
the El Nino and the onset dates of the summer monsoon in India and its influence on
heat wave characteristics. El Niño is associated with an eastward shift in the Walker
circulation and breakdown of circulation patterns, resulting in a delay in the onset of
the Indian Summer Monsoon (ISM). Because most heat waves in India occur during
the pre-monsoon season, Murari et al. (2016) showed that heat waves during El Niño
years were longer and hotter, and it is argued that this is related to a delay in the
onset of the ISM.

Figure 2 shows the result of Murari et al. (2016) that compares the heat wave
characteristics of El Niño and normal years. Most of the positive anomaly in June
and July temperatures occurred in El Niño years. Strong El Niño years (i.e. ENSO2

index≥1) consistently showed warmer temperatures in June and July (Fig. 2a).
Figure 2b–d compares distributions of the summer season heat wave characteristics
for El Niño and normal years. A large percentage of grid points experienced higher
duration and days during El Niño years compared to normal years. This indicates that
heat waves were more frequent and lasted longer during El Niño years. Likewise,

2ENSO index is defined based on Oceanic Nino Index (ONI), which uses sea surface temperature
of Nino 3.4 region. The ONI values are estimated for 3-month window and are used to define ENSO
index. See Murari et al. (2016) for details.
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Fig. 2 Comparison of heat wave characteristics between El Niño and normal years. aAverage June
and July temperature anomaly for different values of the El Niño Southern Oscillation (ENSO)
index; the vertical continuous and dashed lines show different El Niño conditions. b–d Show the
fraction of grid points corresponding to different duration, days and Tmax for El Niño and normal
years, respectively. The shaded region shows the 95% confidence intervals for different estimates
of duration, days and Tmax (Source Murari et al. (2016))

during El Niño years, a larger number of grid points experienced higher maximum
temperature during heat wave episodes (Tmax), with the curve for El Niño years
shifted by about 1 °C with respect to the normal years. These results are consistent
with earlierworkon extreme temperatures in India (Panda et al. 2014),which suggests
that ElNiño is related to the number of heatwavedays and themaximum temperatures
of the pre-monsoon summer heatwaves in India.Moreover, the greater number of heat
wave days duringElNiño years is likely to have resulted in highermean temperatures.

5 Impacts of Heat Waves in India

There are a number of studies that explored the direct connection between the health
and thermal stress (Gosling et al. 2009). The increased stress associated with the heat
waves may lead to increased heat-induced mortality in the absence of appropriate
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Fig. 3 All-India heat-related mortality for two time periods (Data source EM-DAT; www.emdat.
be)

adaptation action (Gosling et al. 2009). During heat wave episodes, the exposure
to the anomalously high temperature may depress the rate of heat transfer between
the human body and the atmosphere. People working outdoors or indoor without
basic infrastructures such as electricity and water could be the most vulnerable. In
addition to the exposure to high temperature, relative humidity is another important
factor that might disturb the thermoregulation of a human body because sweating is
the mechanism that controls the body temperature by exchanging with the outside
atmosphere. An atmospherewith the high relative humidity results in a decreased rate
of sweating andmight result in accumulation of heat inside the human body. Extreme
conditions, i.e. exposure to high atmospheric temperature and relative humidity,
might cause failure of the thermoregulatory system of a human body and might
result in skin eruption, heat fatigue, heat cramp, heat exhaustion and heat stroke.
Koppe et al. (2004) gave a very good review of the possible implication of exposure
to extreme temperature on the human health.

Extreme temperatures in India during summer months often lead to loss of human
and animal life and enhanced morbidity and discomfort. Official records of the IMD
indicate that there were about 223 heat wave incidences between 1978 and 1999,
causing more than 5300 deaths (Choudhary et al. 2000). Figure 3 shows the trend of
heat wave mortality in India. The figure divides the mortality data into two periods
before and after 1999 and plots the box plots for the mortalities for the two periods.
Most of the deadly heat waves in India occurred in the recent period (Fig. 3).

The heat wave of the year 1998 was very much brutal for the most part of India,
which is associated with a higher number of deaths, particularly in the states of
Delhi and Orissa. Heat waves in India have not, so far, attributed to global warming.
Possibly, due to a reason that it is difficult to attribute individual heat waves to climate
change, however, their pattern about recent exposure and impact of heat waves gives

http://www.emdat.be
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a first-hand understanding that the effect of global warming on heat waves is already
evident in India.

6 Future Projections of Heat Waves in India

The interaction among atmospheric, oceanic and land surface processes that pro-
duce prolonged periods of atmospheric conditions of high air temperatures has been
explored in the literature (Della-Marta et al. 2007; Dole et al. 2011; Matsueda 2011;
Pfahl et al. 2015). While natural variability continues to play a key role in extreme
weather, climate change has shifted the odds and changed the natural limits, making
heat waves more frequent and intense (Coumou and Rahmstrof 2012). Both record
highs and lows are set regularly in a stationary climate. But it is understood that the
balance shifts towards a warming climate leading to asymmetry in the temperature
distribution (Kodra and Ganguly 2014).

GCMsare good tools available for developing an understanding of how the climate
will change under enhanced anthropogenic activity. These models have provided
daily data, which are key in the measurement of heat waves. However, a reliable
analysis of model outputs depends on the observed data, and therefore for regions
where observed records are poorly maintained, such a projection of extremes may
lead to insufficient understanding (Field et al. 2014). Regionswhere good observation
records are available, direct uses ofGCMs for regional projections are difficultmainly
for two reasons. First, GCM data are available at coarse spatial resolution; second,
GCM data might be affected by biases because of insufficient knowledge of key
physical mechanisms, difficulty with the parameterization and the use of empirical
physical laws (Meehl et al. 2007).

In order to employ GCMs for regional- and local-scale studies, downscaling3 (i.e.
generating finer resolution data) and bias correction4 are essential steps. Application
of a suitable bias correction method is an important step for providing regional
projections. Murari et al. (2015) used multiple simulations from seven GCMs to
understand the future heat wave characteristics in India. Model data are first bias
corrected and comparedwith heat wave characteristics simulated by the IMDgridded
data for the observed period. Figure 4 shows the projection of intensity, duration and
frequency of heat waves using seven climate model data. The figure indicates the
increase in all the three heat wave characteristics for most of India.

3Downscaling is an approach of obtaining regional high-resolution climatic variables from GCMs.
See https://www.gfdl.noaa.gov/climate-model-downscaling/ for further detail on downscaling.
4GCMs are typically at coarse spatial and require a high degree of parameterization (i.e. simplifica-
tion and approximations) of the physical mechanisms of the earth system at the designed resolution
of the GCM. This results in error in simulation of climatic variables from the GCM. The error is
generally defined with respect to the observed data. This error is referred to biases in the simulation
of GCM, which needs to be corrected before using the GCM simulations for impact assessment.
See Murari et al. (2015) for bias correction.

https://www.gfdl.noaa.gov/climate-model-downscaling/
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Fig. 4 Intensification of heat wave characteristics in the future

In particular, a large part of Southern India presently not affected by heat waves
is projected to be severely affected after 2070. The magnitude of intensification in
Northern India is observed to be high compared to other regions of the country.
Interestingly, under the RCP 26 scenario, in which most of the climate models are
showing the change in global temperature below 2 °C with respect to the average
global temperature of the pre-industrial period (vanVuuren et al. 2011), it is observed
that intensification in heat wave characteristics is only observed for North India.
Southern India, under RCP 26 scenario, does not show intensification; this implicates
that the severe heat wave could be avoided for the region if the future forcing is
constrained to RCP26.

The first occurrence of heat waves is characterized as the day in the year when a
first heat wave hits at a particular location. Figure 5 shows the period during which
the first heat wave in summer occurred, where the first occurrence is calculated as the
average of the days of the first occurrence in 30-year time window; data are reported
for observed data (1970–1999), historical modelled data (1970–1999), and projected
data of RCP26, RCP45 and RCP85 (2070–2099). The first heat wave occurs mostly
between the second half of May and the first half of June for the observed and
historical periods. While towards the end of the twenty-first century, heat waves are
expected to occur between April and the first half of May in most parts of India in
three scenarios. The impact of early summer heat waves could be severe because of
the surprise effect on the population that is not expecting early occurrence of severe
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Fig. 5 First occurrence of severe heatwaves, expressed as amean value over a 30-year timewindow
of the day in the year when a severe heat wave first hits a particular location. The figure presents
the ensemble mean of the first occurrence values for seven climate models

heat spells (Hajat et al. 2005); this is especially relevant to regions, such as Southern
India, that do not experience severe heat wave conditions in the observed data.

These results show that the concerns regarding intensification and early occurrence
of a heat wave in North and Central India are serious under all the three scenarios.
Unlike Southern India, intensification of heat waves in the remaining parts of India
cannot be avoided under any scenario representing less than 2 °C increase in global
temperature.

7 Concluding Remarks

Asignificant amount ofwork has beendone to understand the heatwaves and its likely
impact due to global warming. This includes understanding heat waves, identifying
the physical mechanism responsible for the occurrence of heat waves in various
climatological regions, and also the role of global warming on the likelihood of the
exposure of heat conditions. This chapter presents an overview of this knowledge.
Despite a significant improvement in the scientific understanding of heat waves, there
are still limited studies on heat waves, their projections and impact in developing
countries, particularly in India. There are studies conducted in a scattered way to
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understand heatwaves in India. This chapter, with a comprehensive reviewof existing
heat wave studies in India, provides a consolidated picture of heat wave studies in
India.

Existing studies in India have found various factors that triggered heat waves in
different geographical regions. Most of these are related to natural variability in the
climatic system. There is no study, so far, that indicates that globalwarming is respon-
sible for individual heat wave events in India. Such studies are extremely concerning,
particularly by impact assessment community, as these provide the basis of likeli-
hood intensification of extreme heat due to global warming. Heat wave community
will be significantly benefited by detection and attributional studies. Nevertheless,
climate models have been used to understand the future projection of heat extremes
in different regions in the world. This chapter presents the findings of Murari et al.
(2015), which is perhaps the only study in India that provides a model projection of
heat wave characteristics in India.

The results ofMurari et al. (2015) suggest that the places which have always expe-
rienced heat waves in summer will see heat waves that are greater in intensity as well
as duration. This will make the countrymore vulnerable because a large proportion of
the population in India live without sufficient access to water, electricity and primary
health facilities. Plants and animals will find it harder to survive through to the end
of the summer. A possible consequence of the projected heat waves could be on the
health care infrastructure, which might collapse under the strain of overwhelming
demand for treatment for ailments as well as emergency services. Moreover, parts
of our country that have never been exposed to heat wave conditions will experience
conditions that they are unfamiliar with. They will be completely unprepared and
unequipped to deal with such situations. Ways of life that have been existed and
evolved over countless years will lose the very foundations on which they have been
built: the characteristics of the environment which cradled them.

These results point to the necessity for further research on the adverse effects
of the heat waves of the future. Policies need to be formulated to cope with their
impact on the population. With every passing year, they will occur earlier in the year
affect larger areas of India, including Southern India. Worryingly, heat waves are not
seriously considered as a disaster, at present.
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Decadal Estimates of Surface Mass
Balance for Glaciers in Chandra Basin,
Western Himalayas, India—A Geodetic
Approach

RAAJ Ramsankaran, Ankur Pandit and Avinash Parla

Abstract The Himalayas, which has the highest concentration of glaciers outside
the poles, form a huge reservoir of fresh water. These glaciers are not only important
because of the contribution they make to our water resources, but also because they
are a great help in understanding the effects of climate change. However, monitoring
even a few of these glaciers through field techniques is a tedious process due to the
tough and unapproachable terrain of the Himalayas. In such situation, remote sensing
techniques become a boon. In this article, one suchwidely used remote sensing-based
technique called digital elevation model (DEM). Differencing or geodetic approach
available for estimating glacier surface mass balance (SMB) is discussed. However,
the accuracy of the estimated SMB using geodetic approach is highly dependent on
the accuracy of the DEMs used, which ultimately decides whether this approach
can be used for seasonal, annual or decadal studies. To get a better understanding of
this approach, this article gives a brief overview of errors present in DEMs and how
to correct it before estimating SMB by demonstrating it over 65 glaciers located in
the Chandra basin, Lahaul–Spiti district of Himachal Pradesh, India. The obtained
results indicate that the Chandra basin has lost 5.01±2.48 Gt of ice mass during the
course of 14 years (1999–2013), which gives a clear signal on the effect of climate
change occurred over the study area and how climate change could cause imbalance
in the health of glacier(s). Considering the advantages of this approach and recent
developments in high-resolution DEM data acquisition as well as the need for such
accurate mass balance estimates across Himalayas, it is therefore suggested that this

R. Ramsankaran (B)
Department of Civil Engineering, Indian Institute of Technology Bombay, Room No. 202,
Mumbai 400076, India
e-mail: ramsankaran@civil.iitb.ac.in

R. Ramsankaran · A. Pandit
Interdisciplinary Programme in Climate Studies, Indian Institute of Technology Bombay, Mumbai
400076, India
e-mail: ankkurpandit@gmail.com

A. Parla
Water Resources Division, Department of Civil Engineering, Indian Institute of Technology
Bombay, Mumbai 400076, India
e-mail: p.avinash283@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. Venkataraman et al. (eds.), Climate Change Signals and Response,
https://doi.org/10.1007/978-981-13-0280-0_7

109

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0280-0_7&domain=pdf


110 R. Ramsankaran et al.

modelling approach should be extended to other basins to get the current status of
the health of the glaciers across Himalayas.

1 Introduction

The Hindu Kush Himalayan (HKH) region has the highest concentration of glaciers
outside the poles, which makes them a huge source of fresh water for the developing
world such as Afghanistan, Pakistan, India, Tibet, Nepal, Bhutan to which they
feed. One-third of the humanity on this planet is directly or indirectly dependent on
nine major river systems to which headwater is provided by the Himalayan glaciers
distributed along the Himalayan arc. Water from these rivers has a significant socio-
economic effect on more than 700 million people (Immerzeel et al. 2010). The
runoff coming from these glaciers not only affect the drinking water supplies, but
also the hydropower projects, biodiversity, industries, agriculture and day-to-day life
of dependent individuals among others. HKHglaciers are not only important because
of the contribution theymake to our water resources, but also because they are widely
recognized to be sensitive climatic indicators (Houghton et al. 2001). As compared
to the polar region, the HKH glaciers receive more heat because of its location which
is closer to the Tropic of Cancer, and hence, they are very sensitive towards climate
variability or rising temperature both at regional and global levels.

Out of the entire HKH region, Indian Himalayan region is significantly important
because of its rich biodiversity and its influence in Indian summer monsoon, etc. As
per one of the latest report by Geological Survey of India (GSI) about 9575 glaciers
with an estimated area of 37,466 km2 exist in Indian Himalayas (Sangewar and
Shukla 2009). The three major river systems in India originating from these glaciers,
i.e. the Indus, the Ganges and the Brahmaputra, provides approximately 50% of the
annual usable water resources (690 km3) of the country (DST 2012). Out of this,
a significant contribution is coming from glacier and seasonal snowmelt especially
in Indus basin. Considering the larger extent of water utilization, understanding the
changes in these glaciers is vital, especially, for the current and future government
policies for the regional water resources management.

The Inter-Governmental Panel on Climate Change (IPCC) in its fourth assess-
ment report (IPCC 2007) highlighted the melting of ice mass and glaciers worldwide
as one of the most prominent indicators of climate change. IPCC fifth assessment
report on climate impacts (IPCC 2014) says that Himalayan glaciers would shrink
by 45% by 2100, if Earth’s average surface temperature rose by 1.8 °C. Under a
far warmer scenario of 3.7 °C, the reduction would be 68%. IPCC (2007) high-
lighted that the global mean surface air temperature is increased by 0.74 °C over
the last century in the Himalayas. In agreement with the observations of IPCC
(2007) and projections of IPCC (2014) reports, the temperature trends profile of
the north-west Himalayan region has already shown a significant warming of 1.6 °C
(Bhutiyani et al. 2007), whereas 0.98 °C of temperature warming is observed in
the western Himalayan regions (Dash et al. 2007). An accelerated warming after
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1972 was observed in the north-west and western Himalayan regions (Dash et al.
2007). Another study conducted using microwave satellite measurements from 1979
to 2007 also highlighted that annual mean warming over the whole HKH region is
accelerated by 0.21±0.08 °C/decade with maximum warming localized over the
western Himalaya, i.e. 0.26±0.09 °C/decade (Gautam et al. 2010). In the Karako-
ram region, a very interesting contrast is observed by Dimri and Dash (2010) where
they found a decrease in winter temperatures in the accumulation zone whereas an
increase in winter temperatures in the ablation zone of the Siachen Glacier between
year 1984 and 2006. The contrast in temperature is more likely to be directed by local
dynamics rather than by regional or global trends (Singh et al. 2011). It is expected
that changes in temperature due to climate change might affect the pattern of pre-
cipitation. Dimri and Dash (2012) reported decreasing trends in winter precipitation
(December–February) in the western Himalaya for 1975–2006. The temperature
warming in the western Himalayas has caused an increase in the ablation area of the
glaciers by shifting snowline towards the higher elevations. This upward shifting of
snowline has gathered pace in the past few years.

Under the climate changing scenario, the most crucial to the survival of a glacier
is its mass balance, i.e. the difference between snow/ice accumulation and ablation.
A glacier with a sustained negative balance is out of equilibrium and will retreat,
whereas a glacier with a sustained positive balance is out of equilibrium and will
advance. As climate change may cause variations in both temperature and snowfall,
changes in mass balance can control a glacier’s long-term behaviour. There is an
overwhelming evidence that the Himalayan glaciers especially in western region are
not in the best of health andmost of them are losingmass (e.g. Vijay andBraun 2016).
In another study conducted by Kulkarni et al. (2007) on 466 glaciers of the western
Himalayas highlighted that there has been a 21% reduction in the glacierized area, i.e.
from 2077 km2 in 1962 to 1628 km2 in 2004. Smaller glaciers of less than 1 km2 have
reduced in area by as much as 38% compared to 12% retreat of the larger glaciers.
While most of the glaciers are losing mass at a rate similar to glaciers at other places,
KarakoramHimalayas emerge out as an exceptionwith some studies suggestingmass
gain (Bolch et al. 2012). The region of western Himalayas, in particular, is extremely
interesting to investigate because the region is influenced by two major climatic
systems, i.e. the mid-latitude Westerlies and the south Asian summer monsoon.

One of the methods to estimate mass balance of a glacier in field is through
glaciological method, which requires extensive field surveys over the rugged and
tough terrain of the Himalayan glaciers. This traditional stake-based measurement
is still carried to collect long-term information regarding the glacier health (Dobhal
et al. 2004; Kumar et al. 2009; Azam et al. 2012). In this approach, the rate of data
acquisition is slow and expenses for logistics and labour can be high in maintaining
observational networks at the higher elevations. Also, extreme weather and terrain
conditions restrict the long-term field mass balance measurement in the Himalayan
region. In India, there are approximately 25 research institutes/organizations are
currently involved in glacier-related research. However, considering the extent of the
Himalayan region, field mass balance observations are available only for about 12
glaciers (DST 2012) out of which most of them are not continuous. Till date, most of
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the glaciers in the Indian Himalayan region are untouched due to their inaccessibility
and/or the shortage of manpower with proper training. This largely explains the very
limited availability of mass balance data in the Himalaya.

To overcome the dependency of field-based mass balance measurements, a very
concerted research effort is required to develop alternate ways of securing this impor-
tant data. Under such circumstances, remote sensing technology seems to be a very
promising tool for temporal monitoring of glacier health. Images acquired from dif-
ferent platforms such as satellite, aircrafts using sensors that operate in different
spectral regions such as visible, infrared, microwave have been widely used to study
glacier mass balance. (e.g. Gardelle et al. 2012; Kääb et al. 2012; Vincent et al. 2013;
Mernild et al. 2013; Rabatel et al. 2016).

Among the available methods for estimating mass balance from remote sensing
data, the geodetic method, also known as digital elevation model (DEM) differenc-
ing approach has been widely used for large-scale studies by many researchers (e.g.
Berthier et al. 2004; Gardelle et al. 2012; Kääb et al. 2012; Vincent et al. 2013).
Based on historical topographic maps and/or high-resolution DEMs derived from
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) (e.g.
Rivera and Cassassa 1999; Kääb 2007), Satellite Pour l’Observation de la Terre
(SPOT) imagery (Berthier et al. 2007), Shuttle Radar Topography Mission (SRTM)
(e.g. Surazakov et al. 2006; Racoviteanu et al. 2007), high-resolutionAdvanced Land
Observing Satellite (ALOS) Panchromatic Remote sensing Instrument for Stereo
Mapping (PRISM) and Corona (Narama et al. 2009), laser altimetry (Arendt et al.
2002), ERS, Radarsat (Dedieu et al. 2003) and TerraSAR-X Add-On for Digital
Elevation Measurement (TanDEM-X) (e.g. Vijay and Braun 2016) glacier surface
mass balances can be estimated via estimating glacier thickness change. This method
measures the elevation changes over time (δh/δt) from various available DEMs con-
structed over a glacier surface. Historical topographic information is often used
to construct elevations models which are subtracted from more recent DEMs con-
structed from remote sensing imagery either on a pixel-by-pixel basis or as average
elevation change to obtain difference maps. The availability of spaceborne elevation
data of glaciers present in the remote location increases the capability to quantify
glacier changes. However, the accuracy of the geodetic method has several issues.
It highly depends on the accuracy of the DEMs used, discrepancies in the scale
of resolution of DEMs and the assumption of the density of lost/gained material
(snow/firn/ice). This approach is suitable for the estimation of long-term variation
(5–10 years) rather than yearly variation in the glacier elevation because of the low
vertical accuracy of generated DEMs. It is important to highlight that many earlier
studies use the DEMs without correcting for biases between them as pointed out by,
e.g. Rignot et al. (2003), Sund et al. (2009), Muskett et al. (2009). This may lead
to wrong estimates of glacier volume changes (Berthier et al. 2010). The geodetic
surface mass balance without the correction of potential biases has been compared
with the surfacemass balance estimated fromdirect glaciological fieldmeasurements
in a number of studies, and the differences are often found to be large. (e.g. Krim-
mel 1999; Østrem and Haakensen 1999; Rolstad et al. 2009). Recently, there are
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many approaches proposed for correcting the bias in DEMs and tested successfully
in various locations (e.g. Schiefer et al. 2007; Van Niel et al. 2008).

Considering the above lacuna in the mass balance information across Himalayas
and the recent developments in geodetic approach, the motivation behind the cur-
rent study is to demonstrate the applicability of bias-corrected DEM Differencing
approach to provide an accurate/reliable surface mass balance. For experimental
purpose, the DEM differencing approach with appropriate corrections for DEM bias
has been demonstrated over 65 glaciers located in the Chandra basin of western
Himalayan region in India to get decadal glacier surface mass balance estimates.

Following this introduction (Sect. 1), this chapter discusses details of the study site
chosen and the datasets used in the current study inSect. 2. InSect. 3, themethodology
adopted to investigate the decadal surface mass balance is discussed. Later on, in
Sect. 4, the inferences drawn from the current study are discussed followed by the
conclusion and recommendations in Sect. 5.

2 Study Area and Datasets Used

The study was conducted over 65 glaciers of Chandra basin located in the western
Himalaya, Lahaul–Spiti valley of Himachal Pradesh, India. These 65 glaciers are
selected based on their size (<0.5 km2) because small glaciers have high uncertainty
in glacier outlines. The location map of Chandra Basin is shown in Fig. 1.

The basin is having an area of ~2381 km2 (Pandey et al. 2017). This basin is a
sub-basin of Chenab basin and ranging from an elevation range of 2400 m a.s.l. and
6400 m a.s.l. Glaciers from this basin feed the Chandra River—a major tributary
of the Chenab river system. Geomorphologically, the area represents highly rugged,
inaccessible terrain with high mountains and deeply dissected valleys (Sharma et al.
2016). Bara Shigri Glacier with an area of 136 km2 is the largest glacier in this basin.
This basin falls in the monsoon-arid transition zone and is alternately influenced by
Indian Summer Monsoon during summer and mid-latitude westerlies during win-
ter (Wagnon et al. 2007; Bookhagen and Burbank 2010). High wet precipitation
is recorded in summer season (July–September), whereas winter season (Novem-
ber–February) experiences a significant amount of solid precipitation due to the
influence of the westerlies (Sharma et al. 2013). This basin is characterized by heavy
and dry snowfall, fairly cold temperatures with strong wind action (Sharma and
Ganju 2000; Negi et al. 2013).

The current study has utilized SRTM C-band DEM and TanDEM-X DEM for
estimating decadal surface mass balance of the study area. SRTM is a joint program
between NASA and National Geo-spatial intelligence Agency (NGA) to map the
globe in three dimensions. Flown on 11–22 February 2000, SRTMhad the first space-
borne single-pass SAR interferometer. It yielded single-pass interferometry data, C-
and X-bands, of land between 60N and 54S for processing into global DEMs. The
InSAR antenna configuration (precise measurement of relative antenna location with
laser rangers, star trackers and in-orbit Global Positioning System—GPS) resulted
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Fig. 1 Map of the study area showing the locations of the selected 65 glaciers in Chandra river
basin, Lahaul–Spiti valley, Himachal Pradesh, India

in elimination of mapping errors characteristic of repeat-pass satellite InSAR tech-
niques. The nominal vertical accuracy of SRTM is 6m relative, 16m absolute, and the
nominal horizontal accuracy is 15 m relative, 20 m absolute, at the 90% confidence
level (Muskett et al. 2003). Likewise, high-resolution TanDEM-X (TDX) satellite
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data obtained under the science proposal XTI_GLAC7043 project has been utilized
for generation of another DEM. For this purpose, two raw TDX data was ordered to
create a high-resolution DEM (10 × 10 m resolution) of the Chandra basin covering
the selected 65 glaciers. The two TDX tiles were acquired on 27th October 2013
in HH polarization with normal baseline of 182.66, 182.72 m and incidence angle
of 34.39°, 34.56°, respectively. Both the tiles were acquired on descending pass.
SARscape 5.0 licensed software was used for generating DEM from TanDEM-X
satellite data. For the current study, the outlines of the study glaciers were obtained
from the Randolph Glacier Inventory 6.0 (https://www.glims.org/RGI/) and wher-
ever required, minor corrections have been done using high-resolution Google Earth
images.

3 Methodology

The approach adopted for estimating decadal glacier specific Surface Mass Balance
(SMB) using bias-corrected DEMs is illustrated in Fig. 2. The biases corrected in
this study are (i) the bias due to penetration of microwave signals especially in the
C-band of SRTM, (ii) the bias caused due to mis-registration of the two DEMs,
(iii)an elevation-dependent bias, which is observed when the DEMs are subtracted
and plotted with the altitudes (Berthier et al. 2006, 2007).

Mis-registration bias occurs when two different DEMs of the same terrain sur-
face are not accurately aligned, showing a characteristic bias in elevation difference.
However, the reason of the elevation-dependent bias is not clearly known but few
studies have suggested some reasons like varying resolution (Paul 2008), more pen-
etration of SRTM C-band at higher elevations (Berthier et al. 2006). Either way,
an elevation-dependent bias is extremely significant for estimating glacier volume
changes because a glacier and its mass balance vary predominantly with elevation.
In this study, we consider that the bias in elevation is caused only due to varying
resolutions of the two DEMs used.

The TDX DEM was generated using SAR interferometry technique as given in
Pandit et al. (2014) with an overall vertical accuracy of 7.41 m (Ramsankaran et al.
2018). Thus obtained 10-m TDX DEM was then resampled to 30 m to match the
SRTM DEM. Due to the fact that C-band radar penetration of SRTM can reach up
to 10 m in snow and ice, SRTM DEM thus leading to biased estimates of glacier
elevation changes. Therefore, the C-band snow penetration correction as suggested
by Kääb et al. (2012) was applied over the SRTM DEM. Then, both the DEMs were
further utilized in co-registration algorithm suggested by Nuth and Kääb (2011). For
more details about the algorithm, readers can refer to Nuth and Kääb (2011).

Later on, following Gardelle et al. (2012) the bias appeared due to varying DEMs
resolution are corrected on and off glacier based on the relation established between
the elevation difference and terrain maximum curvature for the stable terrain of the
glacier.Maximumcurvature is obtained from the high-resolutionTDXDEMusing its
native resolution of 10 m. Once the biases in DEMs are corrected, the ice thickness

https://www.glims.org/RGI/
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Fig. 2 Methodology flow chart for estimating glacier specific SMB using bias-corrected DEMs

change map for all the 65 glaciers was generated. Then following Berthier et al.
(2004), the resultant elevation changes on a glacier that exceed±100m are discarded
initially, which are surely considered to be outliers. Next, in order to eliminate the
further outliers present in the thickness change, we have discarded pixels for which
the height difference differed by more than three standard deviations (±100 m) from
the mean. Then, using a 3 × 3 averaging filter the excluded pixels were filled. The
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filled ice thickness map was then converted into specific SMB using Eq. 1 in which
the density of ice is assumed to be 850±60 kg/m3 as adopted by Huss (2013).

M �
∫
A dh

A
× ρice

ρwater
(1)

whereM � specific SMB (m w.e), dh �Elevation difference (m), ρice � Density of
ice (kg/m3), ρwater � Density of water (1000 kg/m3), A � Glacier surface area (m2).

To estimate specific SMB rate seasonal corrections are to be applied which would
restore the specific SMB to a value appropriate to the beginning or end of the balance
year, or to the date of the other survey. Therefore, a seasonality correction to cover
14 full years from October 1999 to October 2013 was applied between October
1999 and February 2000 as suggested by Vincent et al. (2013). The possible mass
changes during this 4-month period were derived from the mean winter mass balance
of Chhota Shigri Glacier given in Azam et al. (2016), which comes out to be about
0.15 m w.e per winter month. Finally, uncertainty in the estimated specific SMB rate
has also been calculated using Eq. 2 obtained through error propagation method.
While calculating the uncertainty in the specific SMB rate, the errors in elevation
difference, density (850±60 kg/m3) and area of the glacier (5% relative uncertainty
is assumed) are considered as sources of uncertainty.
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where ∇ represents the uncertainty in estimates.

4 Results and Discussion

Following the methodology specified in Fig. 2, the ice thickness changes and spe-
cific SMB rates in the selected 65 glaciers of Chandra basin are calculated. Spatial
distribution of the obtained ice thickness change for each of the selected 65 glaciers
is presented in Fig. 3. The colour-coded ice thickness change map (Fig. 3) clearly
shows that all the glaciers are thinning in most of the parts and a little thickening
is observed at accumulation zones of each glacier. The thinning and thickening are
found to be varying locally up to 60 and 40 m, respectively.

Specific SMB rate of the selected 65 glaciers of Chandra basin obtained using the
bias-corrected DEMs are shown in Fig. 4 along with the area of each glacier. It is
found that the specific SMB rate of different glaciers in Chandra basin range from
−0.83±0.407 m w.e.y−1 to −0.14±0.07 m w.e.y−1. The most negative specific
SMB rate of −0.83±0.407 m w.e.y−1 is obtained for the G077662E32308N RGI
glacier. The mean specific SMB rate of all the glaciers in Chandra basin is about
−0.61±0.29 m w.e.y−1. In comparison with the whole basin, it is observed that
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Fig. 3 Map of ice thickness changes of the selected 65 glaciers in the Chandra basin between
February 2000 and October 2013

the mass loss rate is lower in Chhota Shigri Glacier (a benchmark glacier), which is
estimated to be−0.55±0.26mw.e.y−1. On the other hand, the surfacemass loss rate
in large glaciers such as Samudra Tapu and Bara Shigri is found to more than the rest
of the region, which are estimated to be−0.69±0.33 mw.e.y−1 and−0.66±0.32 m
w.e.y−1 , respectively.

From the obtained results, it is found that the basin lost around 5.01±2.48 Gt of
ice in the past 14 years. Out of which 37.5% was lost from some of the large glaciers
such as Bara Shigri and Samudra Tapu glaciers, which indicates that the mass loss
is highly dependent on the area of the glacier. To understand how the mass loss is
varying in different altitude bands a hypsometric distribution of mass loss is shown
in Fig. 5 where mass lost is plotted against the altitude bands along with glaciated
area of each altitude band. From Fig. 5, it is inferred that about 3.31±1.66 Gt ice
have lost in the elevation band of 5000–5600 m, which is almost 65% of the total
loss. The glacier area in lower altitude bands lost less ice mass as their area is less.
However, it seen that specific mass loss (defined as mass loss per area) at lower
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Fig. 4 Specific mass balance rate of the selected 65 glaciers and their area

altitudes is high compared to higher altitudes. This is because the lower elevations
are in high-temperature zone and higher altitudes are in lower temperature zone. It
is also observed that there is a slight gain in mass at altitude band of 6200–6400 m,
which may be because this altitude band is mostly covered by accumulation zones
of some of the glaciers.

Toquantify the improvements obtaineddue toDEMbias corrections applied in this
study, the specific SMB rate for Chhota Shigri Glacier calculated with bias correction
(−0.55±0.26 m w.e.y−1) and without bias corrections (0.18±0.08 m w.e.y−1) is
compared with field values (−0.67 m w.e.y−1) obtained from Azam et al. (2016).
The comparison indicates that the error has reduced from 127 to 18%. Therefore,
one can say that these corrections are very necessary for better estimation of glacier
surface mass balance.



120 R. Ramsankaran et al.

Fig. 5 Hypsometric distribution of ice loss in the selected glaciers of Chandra basin

Table 1 Comparison of the specific SMB rate obtained from the present study with other studies
in Chandra basin

Study site Specific SMB rate from the
present study (1999–2013)
(m w.e.y−1)

Specific SMB rate from other
studies (m w.e.y−1)

Chhota Shigri Glacier −0.55±0.26 −0.46±0.34a

Bara Shigri Glacier −0.66±0.32 −0.66±0.31a

Samudra Tapu Glacier −0.69±0.33 −0.69±0.31a

Hamtah Glacier −0.55±0.27 −0.45±0.15b

Chandra Basin −0.61±0.29 −0.68±0.15c;
−0.65±0.04a

aVijay and Braun (2016) (2000–2012)
bVincent et al. (2013) (1999–2011)
cGardelle et al. (2013) (1999–2011)

Likewise, a comparison of the mass balance estimates between the present study
and other studies given in Table 1. Table 1 indicates that the present study results
closely match with the other studies. However, it is observed that the present study
estimates for individual glaciers shown in Table 1 are slightly overestimated when
comparedwith other studies. This is possibly due to the difference in themethodology
used to correct the penetration of C-band. All other mentioned studies have used
SRTM X-band data to correct the C-band penetration, whereas in this study the
method given by Kääb et al. (2012) has been used.
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It is mainly because SRTM X-band data for the study area is not available but
still other studies have used X-band data of nearby basin as a proxy for correction,
whichmay not be appropriate. Specifically, when the results of Chhota Shigri Glacier
(Table 1) are compared with the field-based glaciological estimates given by Azam
et al. (2016), it is found that the present study results are closer than other studies. On
the other hand, it is seen that the results of thewholeChandra basin are underestimated
compared to other studies (Table 1). This is because the small glaciers of size<0.5 km2

are not considered in our study.

5 Conclusion and Recommendations

The current study demonstrates that the geodetic mass balance modelling of glaciers
after bias corrections is effective in estimating the long-term surface mass balance.
Results of the current study show that the Chandra basin has lost 5.01±2.48 Gt
amount of ice mass during the course of 14 years. This is a clear signal indicat-
ing the effect of climate change occurred over the study area, which demonstrates
how climate change causes imbalance in the health of glacier(s). However, such
conclusions are based on very limited number of glaciers which have been studied
under this research. Therefore, it is suggested that this modelling approach should
be extended to other basins to get the current status of the health of the glaciers
across Himalayas. This needs to be taken up on urgent basis considering the fact that
many Himalayan glaciers are still untouched and needs to be investigated. In spite of
bias corrections, the mass balance calculated from DEM differencing suffers from
poor vertical accuracy of the satellite DEM data, thus restricting it to decadal scale
studies only. Development of new satellite missions such as Resources at 3S, ICE
Sat-2, CryoSat-2, Sentinel-1 can increase the DEM accuracy, providing better future
prospects to understand health of the glaciers.

In order to study long-term effects of climate change on the health of glaciers
located in the complex Himalayan terrain, continuous surface mass balance data on
yearly and seasonal basis are also very much needed. Recent technologies such as
Unmanned Aerial Vehicle (UAV), Terrestrial LiDAR are need to be explored which
can provide a high-resolution and vertically accurate surface topographic information
of the glaciers through which surface mass balance estimates can be obtained on
seasonal as well as yearly basis. Such technology can be used to effectively monitor
the benchmark glaciers which are presently surveyed using field techniques and also
can be used to increase the number of benchmark glaciers studied.
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An Experimental Approach Toward
Modeling Atmosphere and Ocean
Mixing Processes

Sridhar Balasubramanian

Abstract Atmosphere andocean are host to a variety of submesoscale andmesoscale
dynamical processes (e.g., plumes, gravity currents, convection, and baroclinic
eddies, to name a few), which trigger episodic turbulent mixing events that govern
the variability in weather and climate. The genesis of these processes is attributed
to the wind shear interacting with a stably stratified fluid layer, commonly referred
to as as a “shear-stratified” flow. In this communication, we consider two variants
of shear-stratified flows, namely forced plumes and gravity currents, both of which
are commonly encountered in atmospheric and oceanic situations. The dynamics of
a forced plume and gravity current are studied with the help of scaled experiments
involving simultaneous quantification of fluid velocity and fluid density. The mea-
surements reveal that the mixing is strongly influenced by the shear production flux
(P), buoyancy flux (B), and viscous dissipation (ε). The flux Richardson number,
Rif = B

P , which accounts for turbulent motions, is an important parameter used for
the characterization of scalar eddy diffusivity (Kρ), which acts as a proxy for the
amount of mixing in the flow. Using the concept of mixing efficiency, Γ , estimates
for Kρ were obtained, which are in agreement with those observed in field condi-
tions. The results documented here would be valuable for dynamical modeling of
shear-stratified flows. Additionally, the parameterizations would be beneficial for
improvement of numerical models used for weather and climate predictions.

1 Introduction

The equatorial region is a hot spot of variability and host to many small to decadal
scale atmospheric disturbances and myriad oceanic processes, the understanding of
which remains nascent. It has been widely accepted that the Indian Summer Mon-
soon (ISM) is an intense phenomena, which affects the livelihoods of more than a
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billion people in the Indian Ocean rim nations (Gadgil 2003). Therefore, for a trop-
ical climate like that of India, the understanding of atmosphere and ocean dynamics
at mesoscale and submesoscale play an important role in monsoon prediction. The
influence of the surface energy fluxes are important for understanding the wind pat-
terns, temperature variations, and turbulence profiles over a region, the understanding
of which has crucial implications for ISM (Mahadevan et al. 2016). This is because
the surface energy balance is directly related to air–sea interactions, height of the
atmospheric boundary layer, and the thermal stratification, which in combination are
key parameters controlling the sea surface temperature, turbulence, wind profiles,
updrafts and downdrafts, and cloud dynamics. Although circulation models incor-
porate the influence of surface energy and fluxes, the fundamental understanding
of mesoscale and submesoscale processes on the ocean and atmosphere dynamics
is lacking. In general, the synoptical scale processes are well parameterized in the
global models. However, the synoptic scale processes have a strong correlation with
the regional scale processes, which are dynamically difficult to model. For example,
in both atmosphere and ocean, wind shear and fluid stratification coexist, widely
referred to as shear-stratified flows (examples include forced convective plumes and
gravity currents) (Thorpe 1969). In these flows, a range of process scales exists
(mesoscale and submesoscale), the modeling of which would provide a good basis
for improving the crude parameterization during periods of weak and strong strati-
fications. Additionally, the presence of orography and the forcing induced due to it
creates a multitude of time-dependent submesoscale phenomena that contribute to
the variability in the weather and climate. Therefore, the process modeling approach
proposed in this study would help in improving the understanding at mesoscale and
submesoscale levels and provide useful insights into improving the parameterizations
used in weather and climate modeling.

2 Forced Plumes and Gravity Currents: A Brief Overview

Forced plumes and gravity currents are two variants of shear-stratified flows that
are common occurrences in many geophysical situations. A few examples include
hydrothermal vents and oil spills in ocean, rising ash plume from the volcanic erup-
tions, katabatic wind flows, ocean overflows, and dense water discharges. These
flows occur whenever a constant source of buoyancy creates a motion of fluid away
from the source. Typically, a forced plume is an initial momentum-dominated flow
that has a nonzero density difference between medium and the surrounding ambi-
ent fluid, and at some distance becomes dominated by buoyancy (Mirajkar et al.
2015). In most situations, the ambient is in a linear stably stratified state such that
the density gradient dρ

dz < 0. The low density plume (ρp) fluid intrudes vertically
into the linearly stratified ambient leading to complex flow dynamics. An important
parameter governing the evolution, growth, and mixing dynamics of a plume is the
stratification strength that is characterized by the buoyancy frequency, N 2 = − gdρ

ρ0dz
,

where g is the gravity and ρ0 is some reference fluid density (generally taken as the
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ambient density at the source). A forced plume interacting with a stably stratified
environment behaves differently compared to a uniform environment, since the mix-
ing near the source diminishes the momentum and buoyancy, thereby rendering the
plume to reach a spreading height (Zs) and spread radially outwards. The intrusion
process governs the radial propagation (Rf ) of the plume. Past studies on forced
plume focussed on scaling arguments and variability of the bulk parameters such as
Zm and Rf and their behaviour with changing buoyancy frequency, N 2 (see Turner
1986; Papanicolaou and Stamoulis 2010; Mirajkar and Balasubramanian 2017 and
references therein). Using scaling arguments, Hunt and Kaye (2005) suggested that
based on the balance of source momentum flux (M0), buoyancy flux (B0), and vol-
ume flux (Q0) at the plume source, different flow regimes for a single-phase plume

could be defined using a parameter Γ0 = 5Q2
0B0

4αM 5/2
0

, where α is the entrainment coef-

ficient that takes a constant value of α = 0.08 for plume-like flows (Turner 1986).
Balancing the fluxes at the source, the classifications are as follows: lazy plume
(Γ0 > 1), pure plume (Γ0 = 1), and forced plume (Γ0 < 1). Pioneer research on this
topic was first done by Morton et al. (1956) to measure the spreading height, Zs, for
the forced plume in the stratified flow using the source conditions and the buoyancy
frequency (N 2).

B0 = g

(
ρp − ρ0

ρ0

)
Q0 = g

′
Q0 (1)

M0 = Q0U (2)

Q0 = 1

4
πD2U (3)

Here, U is the mean plume velocity, and D is the diameter of the plume. Based on
self-similarity arguments, a theoretical formula for Zs was proposed by Morton et al.
(1956) as follows,

Zm = 2.8α−0.5B0.25
0 N−0.75 (4)

The theory by Morton et al. (1956) works well for large-scale flow parameters,
but fails to predict the mesoscale and submesoscale plume characteristics (such
as turbulent kinetic energy, local momentum and buoyancy fluxes, viscous dis-
sipation, and mixing efficiency). Following the seminal work of Morton et al.
(1956), other researchers have also studied the plume dynamics in a stably strat-
ified environment, where the results were extended for fountains, lazy plumes,
along with characterisation of bulk quantities and plume entrainment dynamics
(see Bloomfield and Kerr 1998; Hunt and Kaye 2005; Devenish et al. 2010;
Kaye 2008; Papanicolaou et al. 2008; Papanicolaou and Stamoulis 2010 and ref-
erences therein). Recently, experiments on forced plume in linear stratification for
a varying range of N 2 were performed to study the intrusions from buoyancy-
dominated aswell asmomentum-dominated source conditions (Richards et al. 2014),
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Mirajkar and Balasubramanian (2017). However, the resultswere limited to the char-
acterization of radial propagation of plume, Rf , plume thickness, tp, and plume
spreading height, Zs. None of the previous studies on forced plume have focused
on turbulence and mixing characterization using the kinetic energy budget, which is
needed for a better understanding of the mesoscale and submesoscale flow physics.
The governing parameter for a forced plume is the bulk Richardson number, given

as Rib = g
′
D

U 2 .
A gravity current is driven by horizontal pressure gradients arising due to density

variations between the denser fluid (ρ1) and the lighter fluid (ρ2) (Ellison and Turner
1959). The important parameters determining gravity currents propagation are the
density difference between the two fluids (�ρ = ρ1 − ρ2), gravity (g), the depth
of the gravity current (h), total depth of the fluid layer (H ), and the slope of the
terrain (α) (Balasubramanian et al. 2015). For a gravity current, the active regions
of gravity currents have been well established (Simpson 1982; Simpson and Britter
1979). The interface between two fluids close to the head of a gravity current is a
typical frontal zone, that is, a region in which, notwithstanding intensemixing, a high
density gradient is present. The frontal zone is immediately followed by the head,
which has some fractional depth of the initial height, H , depending on the nature of
the gravity current. The head of the current is the region where the fractional depth
is ≥ H

3 . The scaling for velocity and depth of two counterflowing gravity currents,
produced by lock-exchange, has been well understood (Simpson 1982; Shin et al.
2004; Cantero et al. 2007). For the Boussinesq case, Yih (1965) proposed that the
depths of two currents are equal in height, h = H

2 , along their entire lengths. The
speed of both gravity currents are the same and have the value proposed by Benjamin
(1968) for energy-conserving gravity currents. Klemp et al. (1994) argued, based on
shallow-water theory that idealized energy-conserving gravity currents cannot be
realized in a lock-exchange initial-value configuration, as the speed of this current
would be faster than the fastest characteristic speed in the channel predicted by the
shallow-water theory. Extensive measurements show that, on a horizontal surface,
the mean velocity of the current is given by U = 1.05

√
g′h, where g

′ = ρ1−ρ2

ρ1
is the

reduced gravity, and h is the depth of the steady current (Benjamin 1968). These
results were mainly obtained from flows occupying about 1/5 of the total depth H ,
but recent work with lock-exchange flows has shown thatU is sensitive to changes in
the value of h

H in the range 1/3–1/10 H as proposed by Simpson and Britter (1979).
They argue that the inviscid gravity current depth can never be greater than 0.35H ,
wherein according to Benjamin’s theory (Benjamin 1968), the gravity current has its
fastest speed. Therefore, Benjamin’s theory for energy-conserving gravity currents
is widely accepted, and the velocity and depth of a gravity current are given as,

U = 0.4
√
g′H , h = H

2
(5)

Most previous studies have focussed on the dynamics of the head, turbulence
dissipation and mixing, as well as scaling for the front velocity and fractional depth.
The gravity current entrainment as a function of bulk Richardson number, Rib was
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quantified by Ellison and Turner (1959). In their configuration, the bulk Richardson
number was variable, since the inertial and buoyancy forces were decoupled. In the
present case, however, the governing parameters are g

′
and H , and in view of Eq. (5)

the bulk Richardson number is a constant (≈1). For the configuration of gravity
currents considered in our study, the only possible variable is the Reynolds number
Re = Uh

ν
= UH

2ν (Simpson and Britter 1979), which has been consistently used for
lock-exchange flows (Shin et al. 2004; Cantero et al. 2007). Similar to the case of
a forced plume, none of the previous studies on gravity current have focused on
turbulence and mixing characterization near the head of the current using the kinetic
energy budget, which is needed for a better understanding of the mesoscale and
submesoscale flow physics. Based on this gap, we formulate the problem statement
for this communication.

3 Problem Statement

As established from the literature review, most studies have primarily focussed on
the bulk characteristics of a forced plume and gravity currents, but not the turbulence
andmixing dynamics. The mixing across density interface is a frequent phenomenon
in geophysical and engineering flows and there is extensive interest on understand-
ing the turbulent mixing in flows with stable density stratification. For example,
the surface wind and temperature advection between ocean and atmosphere drive
the upper mixing layer of ocean into stably stratified oceanic pycnocline and this
process is important to the dispersion of pollutants. Different to the commonly sta-
ble stratification in oceanic flows, the density (or temperature) stratification along
gravity direction in the atmospheric boundary layer changes periodically, leading
to fundamental differences in the mixing process, where the governing mechanisms
are different. The turbulent kinetic energy, shear production flux, buoyancy flux, and
viscous dissipation give the local nature of the flow. One key interest is on quantify-
ing the mixing efficiency, which has been studied by in-situ field measurements. The
laboratory-based measurements in mixing efficiency is very limited, which prohibits
the quantitative characterization of turbulent mixing in density stratified geophys-
ical flows. Accurate quantification of both momentum and scalar diffusivities is
imperative given their importance for many practical applications such as air quality
prediction, nutrient transport in water bodies and ocean circulation. It is a common
practice to quantify turbulent mixing in such flows using a turbulent (eddy) viscosity
Kt for momentum and a turbulent (eddy) diffusivity Kρ for density, which are based
on the gradient-diffusion hypothesis (Pope 2000). For a unidirectional shear flow,
the momentum eddy diffusivity, Kt , and scalar eddy diffusivity, Kρ , are defined as

Kt = −u′
v

′

∂U
∂z

(6)
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Kρ = −ρ
′
v

′

∂ρ

∂z

(7)

In order to characterize turbulence in stratified flows, it is important to understand
the evolution of turbulent kinetic energy (TKE). The transport equation of turbulent
kinetic energy in stratified flows, K = 1

2u
′
iu

′
i is (Pope 2000):

∂K

∂t
+Uj

∂K

∂xj
+ Tr = P − B − ε (8)

Here, Tr is the transport term given as ( 1
ρ0

∂u
′
i p

′

∂xi
+ ∂u

′
j u

′
j u

′
i

∂xi
− ν ∂2K

∂x2j
), P = −u

′
iu

′
j
∂Ui
∂xj

is

the shear production, B = g
ρ0

ρ
′u

′
i is the buoyancy flux and ε = 2νeijeij, where eij =

1
2 (

∂u
′
i

∂xj
+ ∂u

′
j

∂xi
), is the dissipation of energy due to viscous effects. The term u

′
iu

′
j is

the Reynolds stress term, which gives the correlation between the stream-wise and
transverse fluctuating velocity components. Major inherent assumptions while using
the transport equation for K are that the turbulent flow is statistically stationary
and homogeneous. These assumptions are used to simplify the energetics of the
turbulent flow field. Under these assumptions, the left-hand side terms of Eq. (8)
vanishes, giving a simple balance that yields P − B − ε = 0. Consider, for instance,
the model proposed by Osborn (1980) where (under stationary and homogeneous
assumptions), the turbulent kinetic energy (TKE) equation can be simplified to obtain
the diapycnal diffusivity of density as

Kρ = Rif
1 − Rif

ε

N 2
= Γ

ε

N 2
(9)

Kt = 1

1 − Rif

ε

S2
(10)

where Γ is known as the mixing efficiency of the flow, and S = ∂U
∂z is the mean

velocity shear present in the flow. Varying definitions of calculating flux Richardson
number, Rif , has been defined by past researchers (see Osborn 1980; Venayagamoor-
thy and Koseff 2016) to measure the amount of TKE that is irreversibly converted to
potential energy. The most common definition, under the assumption of stationary
and homogeneous flow is as follows,

Rif = B

B + ε
(11)

AvalueofRif = 0.2wasproposedbyOsbornbasedonexperiments byBritter (1974),
but it is unclear if this value holds good for all genres of shear-stratified flows. Given
the fact that the inherent assumptions of statistical stationarity and homogeneity are
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not always applicable in practice, be it in direct numerical simulations (DNS) or
observational studies of geophysical flows, Ivey and Imberger (1991) proposed an
alternative definition of Rif (denoted by RiIIf ) as

RiIIf = B

B + m
(12)

where m accounts for contributions from all the terms in Eq. (8). This definition is
free from the assumption that turbulence is stationary and homogeneous and hence
is a better representation of the flux Richardson number (Rif ). Venayagamoorthy
and Koseff (2016) recently showed that the above definition of Rif (Eq. 11) suffers
from the effects of counter-gradient fluxes that are common in strongly stratified
flows. They proposed another definition based on available potential energy and total
dissipation rate. However, to understand the flow energetics, in the present study we
stick to the first definition of Rif given by Eq. (11).

In order to understand the dynamics of shear-stratified flow (such as a forced
plume and gravity currents) at local scales, we need to accurately measure the tur-
bulence quantities such as TKE, Reynolds stresses, production flux (P), buoyancy
flux (B), dissipation (ε), flux Richardson number (Rif ), and mixing efficiency (Γ ).
Experimentally, this is possible only using simultaneous measurements of velocity
and density fields, which is the focus of this present work. Detailed experimental
investigations are imminently needed to obtain understanding of the mixing mech-
anisms for modeling stratified flows, e.g., in the atmospheric boundary layer and
the global thermohaline circulation, in particular, to quantify the mixing efficiency
and entrainment rate under different stratification and turbulent levels. For measure-
ments of velocity and density fields, we employ particle image velocimetry (PIV) and
planar laser-induced fluorescence (PLIF) techniques, respectively. Briefly, Webster
et al. (2001) developed simultaneous measurements of the velocity and concentra-
tion field using digital particle image velocimetry (DPIV) and planar laser-induced
fluorescence (PLIF) for a turbulent jet in the uniform medium to measure the mean
velocity, turbulent stresses, mean concentration variance. The results for the stratified
case, obtained using DPIV, showed that the mean centreline velocity decreases much
more rapidly than the unstratified case, where Reynolds stress profiles never reached
a self-similar state, indicating that stratification changes both the overall turbulence
characteristics and mixing. Recently, Duo and Chen (2012) observed a horizontal
dense jet injected into a lighter stratified solution using combined particle image
velocimetry and planar laser-induced fluorescence. They studied flow structure and
mixing dynamics of the dense jet in the lighter solution. From the literature, it is clear
that simultaneous measurements of velocity and density, using PIV–PLIF technique,
for a forced plume and gravity current have not been carried. Below, we will briefly
talk about the methodology, followed by results and discussions.
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4 Methods

4.1 Experimental Modeling

Due to the complexity involved in measurement of turbulence statistics and related
mixing parameter in field observations, it is prudent to study the dynamics of forced
plumes and gravity currents using an experimental analogue of the particular geo-
physical process. By accounting for the unboundedness of the ocean and atmosphere
(i.e., shallow-water approximation) through appropriate non-dimensionalization, we
gather the rich flow physics embedded in these flows through measurement of vari-
ous mean and fluctuating quantities. Below, details of the experimental setup along
with the important non-dimensional number for each configuration is given.

4.2 Experiments on Forced Plume

The experiments were carried out in a tank facility, whose configuration is illustrated
in Fig. 1a. The tank T2 is made of plexiglas, measuring 91cm long by 91cm wide
by 60cm high. The second tank (T1), a 60cm cubical tank, was used as the reservoir
for storing the jet fluid. The density of the plume fluid ρp = 998 kg/m3 was kept
constant in all the experiments. The tank (T2) was linearly stratified using the double
bucket technique as discussed in Oster andYamamoto (1963),Mirajkar and Balasub-
ramanian (2017). The strength of the stratification was maintained atN = 0.2 s−1. A
portable densitometer (AntonPaarDMA35) was used to check the density in the two
buckets. Density profile in the stratified tank was checked by collecting the samples
at every intervals in the experimental tank to ensure the density profile is linear. A
centrifugal pumpwas used to discharge the jet fluid into the ambient linearly stratified
environment using a round jet nozzle fixed at the bottom of tank (T2). The jet nozzle
was 160 mm in length with diameter D = 12.7 mm. It was made of aluminum and
comprised of a diffuser, settling chamber, and a contraction section. A honeycomb
was placed in the settling chamber to reduce the flow fluctuations and to generate a
stable flow at the nozzle exit. The exit vertical velocity at the nozzle was maintained
constant at U = 17cm/s, thereby giving a jet Reynolds number Re = 2400, and the
initial bulk Richardson number was, Rib = 0.008. A linear stable stratification with
salt–water–ethanol mixture was obtained in T2, such that heavy fluid settles at the
bottom and lighter fluid on the top. Once the fluid is filled into tank T2 using the
two-bucket technique, it is allowed to stabilize for approximately 2h to achieve stable
uniform linear stratification with height. Upon achieving a stable stratification, the
forced plume was injected and the local flow dynamics were captured to understand
the flow physics. An experimental image of a forced plume with bulk parameter is
shown in Fig. 1a1.
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Fig. 1 a Schematic of the experimental setup for a forced plume. (1) Reservoir tank (T1), (2) Cen-
trifugal pump, (3, 5, 12) Control valve, (4) Flowmeter, (6) Non-return value, (7) Jet nozzle, (8) Strat-
ification tank (T2), (9) Perforatedwooden plate, (10) Salt water bucket, (11) Freshwater bucket, (13)
Fluid mixer. (a1) Image of a forced plume with representation of bulk parameters.Note Both (a) and
a(1) reproducedwith permission fromASCE.bSchematic of experimental setup for a gravity current.
(b1). Image of a gravity current at two different instances, (top) at a time instant t, (bottom) at a time
instant t + �t. Contours represent density. In both the experimental settings, horizontal is the
stream-wise coordinate, x, and normal is the vertical coordinate, z

4.3 Experiments on Gravity Current

The experiments on gravity currents were conducted in a plexiglass tank equipped
with a lock-exchange mechanism. The tank dimensions were 175cm long, 15cm
wide, and 30cm high. A schematic of the apparatus is shown in Fig. 1b. The tank
was separated into two parts by a lock gate located at 30cm from right end. The
dense fluid ρ2 in the right slot occupies a predetermined depth H before the gate
is released. The dense solution is prepared by adding requisite amount of NaCl to
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water and mixing it to get a uniform density fluid. The rest of the tank is filled with
lighter ambient fluid, ρ1, to the same depth H , which is separated by the gate. Upon
removing the gate instantly, a gravity current is initiated due the difference in the
hydrostatic pressure between the two fluids. The quickmotion of the gate ensures that
perturbations due to gate opening are extremely small, and no relative fluid motion
is generated in the direction of the pull. Thus, there are is no secondary flows or
disturbances due to the gate release. The denser gravity current undercuts the lighter
fluid, which flows in the opposite direction. The measurement section is located at
the middle of the tank.

Two different Reynolds numbers were used for the present study, namely Re =
3090 and Re = 9950, which covers flow transitioning from weak to strong mixing.
The dense and light fluid were created using salt solution and an aqueous solution
of ethanol, respectively. This salt–ethanol technique was introduced to match the
refractive indices accurately, enabling the use of optical measurement techniques.
This method ensured that the images quality is high, which allows accurate mea-
surements. A densitometer (make: Mettle Toledo Densito 30PX) and a refractome-
ter (make: Leica handheld analog refractometer) were used to match the refractive
indices and measure the density of the two fluid. Details of the method of match-
ing the refractive indices using salt and alcohol are given in Duo and Chen (2012),
Daviero et al. (2001). Two different intensities of gravity currents (represented by Re
values) were generated to understand the flow physics of such a dense current prop-
agating in ambient lighter medium. Contour image of a propagating gravity current
is shown in Fig. 1b1.

4.4 Imaging Technique

A combination of Particle Image Velocimetry (PIV) and Planar Laser-Induced Fluo-
rescence (PLIF) is used for simultaneous velocity and density measurements as illus-
trated above in Fig. 1. Before the experiments, the refractive indices of the different
fluids in use were matched as explained in the Daviero et al. (2001) andMirajkar and
Balasubramanian (2016). In the present work, the density and the refractive indices
weremeasured using a densitometer and a refractometer (make:AntonPaar). A dual-
head Nd:YAG pulse laser (532 nm, maximum intensity 145 mJ/pulse) was used for
both PIV illumination and PLIF excitation. Through PIV optics, the laser beam is
expanded into a 1-mm thick laser sheet illuminating the sample area in the x-z plane
along the centre line of the tank. The fluid was uniformly seeded with polyamide
tracer particles (median diameter 50 µm, and specific gravity ρsg = 1.1) for PIV
measurement. For the PLIF measurement, Rhodamine 6G dye was uniformly mixed
to the plume and the gravity current fluid in order for measurement of density. The
dye fluoresces at 532nm and gives an excitation signal at 560 nm. In order to imple-
ment the simultaneous PIV/PLIF measurement, the camera lens, PIV filter, PLIF
filter, and two cameras are mounted in an optical housing as shown in Fig. 1. The
PIV filter (bandpass, 530 nm) blocks most of the fluorescence and passes scattered
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light from PIV seeding particles. The PLIF filter (high pass in wavelength with cut-
off 550 nm) blocks the scattered light and only passes the fluorescence signal. The
time delay between the two pulses was set in millisecond. An image acquisition and
laser control system synchronized the measurements with a sampling rate of 10Hz.
A two-step processing is applied: 64 × 64 pixels interrogation window and 50%
overlap for the first step, and 32 × 32 pixels interrogation window and 50% overlap
for the second step. The raw images obtained from PLIF camera were de-warped
and then processed using an in-house algorithm to get the density field.

For experiments of forced plume, we observed that intensity of the background
image and density was found behave approximately as a linear function. Based on
the linear function, the following equation was used to convert intensity to density.
The laser light variation was considered while doing this transformation. The final
form of the density formula is

ρ = ρp − I

I1(z, t))

[
ρp − ρ0(z, t)

]
(13)

where ρp is the density of the plume fluid. I is the intensity of the evolving plume and
I1(z, t) is the intensity of the background medium, which also takes care of the laser
intensity absorption factor in the medium. ρ0(z, t) is the density of the background
image.

For experiments on gravity current, the local R6G concentration can be found
from the local gray value, and the local R6G concentration has a linear relationship
with the local density (Balasubramanian and Zhong 2018). When the dense fluid
(Volume V and density ρ2) and a lighter fluid (Volume eV and density ρ1, R6G
concentration C1) are mixed uniformly, the density and the R6G concentration of the
mixture are:

ρ = ρ1eV + ρ2V

eV + V
= ρ1e + ρ2

e + 1

C = C1eV

eV + V
= eC1

e + 1

Thus, if the local R6G concentration C is known, the local density can be found
using:

ρ = ρ2 − C

C1
(ρ2 − ρ1) (14)

As seen from this equation, if the local concentration, C equals the known concen-
tration of the lighter fluid, C1, then the local density is same as that of the lighter
fluid. This is the initial state, when both the fluids are separated by the gate. Upon
the release of the gate, entrainment occurs causing change in the local density.
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5 Results and Discussion

The simultaneous velocity and density measurements help in characterization of the
turbulence and mixing in shear-stratified flows. Below, we independently discuss the
results for the two different cases, namely a forced plume and a gravity current.

5.1 Dynamics of a Forced Plume

The energetics of an evolving forced plume were captured from the source of the
plume ( zD = 0) to a finite vertical distance such that z

D = 15. This finite height corre-
sponds to the fluid layer below the spreading height, Zs of the plume. The results pre-
sented here correspond to the dynamics of moderate stratification strength (N = 0.2
s−1). Turbulent kinetic energy, K , is one of the most important statistics in strati-
fied flows, which shows the turbulence distribution in the flow. For 2-D flows, this
parameter is given as K = 1

2 [u′2 + v
′2]. The turbulent kinetic energy profile evolu-

tion for the plume was recorded at three different downstream locations z
D = 4, 8,

and 12. The normalized turbulent kinetic energy was plotted with the normalized
radial coordinate and is shown in Fig. 2a. It is seen that for lower z

D values, i.e.,
close to the source region, the turbulence kinetic energy is very high and it gradually
decreases with increasing z

D values. Such a behavior is expected since the forced
plume is losing momentum due to the entrainment between the plume and ambient
fluids. The profile of K shows broadening which is attributed to the plume expansion
as it moves upwards. Lastly, a double peak structure is seen, which slowly disappears
with increasing z

D . This trend is attributed to the high shear present near the edges of
the plume in comparison to the plume centre. As the z

D increases, the shear reduces
and the associated turbulent energy also decreases, thereby reducing the imprint of
the double peak in the TKE profiles. The radial Reynolds stress can be plotted to
confirm the results from the turbulent kinetic energy profiles. The normalized radial
stress plot is shown in Fig. 2b. An off-center peak is seen due to the production of
turbulence energy by Reynolds stress working against the mean shear. This further
confirms the fact that the flow energetics are predominant in the edges of the plume
than at the central region. It is also documented that the Reynolds stress components
decrease with increase in the downstream direction, a trend attributed to the reduc-
tion in the magnitude of fluctuating components of velocity due to entrainment. The
profiles for turbulent kinetic energy and Reynolds stress are in agreement with some
of the existing literature for turbulent buoyant jets (Shiri 2010).

The turbulent kinetic energy budget equation given by Eq. (8), under the assump-
tion of stationary and homogeneous turbulence, has three important terms, namely
production flux,P, buoyancy flux,B, and viscous dissipation, ε, that govern its evolu-
tion. Using the simultaneous velocity and density fields, we can extract all these three
terms and study their dynamics. This is done for a forced plume with a stratification
strength N = 0.2 s−1, and the results are shown in Fig. 3. Evident from Fig. 3a is that
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Fig. 2 Profiles of a
normalized turbulent kinetic
energy and b normalized
radial Reynolds stress, at
different normalized vertical
locations

the production flux term is always positive indicating mechanical gain of turbulent
energy due to the eddies present in the flow. The magnitude of P decreases as z
increases due to the plume transitioning from a momentum-dominated to buoyancy-
dominated flow. In Fig. 3b, the buoyancy flux is plotted, which has a negative value
indicative of unstable stratification. This is a good representation of our flow, since
the flow is unstable owing to the upward movement of the lighter fluid. Due to strong
density gradients at low z levels, the buoyancy flux is higher. As the plume evolves
downstream, the entrainment of the plume fluid with the ambient reduces the density
gradient, thereby causing reduction in the buoyancy flux. Nevertheless, the value
of B always stays negative, indicating unstable convection in the flow. It should be
noted that the magnitude of buoyancy flux is low, which is representative of the low
value of bulk Richardson number, Rib = 0.008, used in this study. Finally, the nature
of viscous dissipation is revealed in Fig. 3c. The positive value of ε indicates that
turbulent energy is being lost to friction and dissipation of energy from large scales to
small scales in the flow. From the kinetic energy budget, we canwriteP − B − ε = 0,
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Fig. 3 Turbulent kinetic energy budget terms under stationary and homogeneous assumption. a
Production flux P, b Buoyancy flux, B, and c viscous dissipation ε. The mixing efficiency (Γ ) as a
function of z is shown in (d)

which means that the under stationary and homogeneous assumption, the production
flux and buoyancy flux must balance dissipation (i.e., P + B = ε). However, this is
not evident from Fig. 3 that confirms that the transport term (Tr) also plays an impor-
tant role in the kinetic energy budget. Despite this, the results from the present work
are extremely useful in understanding the dynamics of turbulence and mixing in
forced plumes, since it is first of its kind. In Fig. 3d, we present the mixing efficiency,
Γ as a function of z. It is observed that Γ increases with z, showing the nature of
scalar mixing in the flow. This is expected since dissipation, ε, reduces at a faster
rate than the buoyancy flux, B, causing an increase in the value of Γ .

An estimate forKρ was also deduced from the experimental results and was found
to be of the order ofKρ ≈ 3 × 10−4 m2 s−1. This value is seldom seen in field obser-
vation depending on the flowconditions (Lozovatsky andFernando 2012). Therefore,
we conclude that the estimate of scalar eddy diffusivitymeasured in our present study
is legit, which gives further confidence in the turbulence characterization of the flow.
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Fig. 4 Turbulent kinetic energy profile at two different values of Reynolds number, a Re = 3090
and b Re = 9950

5.2 Dynamics of Gravity Currents

The energetics of a gravity current were studied near the head region to understand
the turbulence and mixing dynamics of the flow. This was done for two different
values of Reynolds numbers, namely Re = 3090 and Re = 9950. These two values
were chosen based on the qualitative differences in the nature of the evolving flow.
The turbulent kinetic energy,K , being an important statistics in stratified flows,which
shows the turbulence distribution in the flow, it was plotted for these two Re values as
shown in Fig. 4. It is clearly seen that the TKE peaks near the central region (z = 30
cm to z = 50 cm for Re = 3090 and z = 40 cm to z = 60 cm for Re = 9950), where
the dense and the lighter fluids mix due to strong shear. This is the zone where the
energetics of the flow and mixing are dominant. We also notice that the value of TKE
is an order of magnitude higher for the case of Re = 9950. This is expected since
the initial momentum in the flow is large resulting in strong TKE generation.

As given by Eq. (8), the turbulent kinetic energy budget equation, under the
assumption of stationary and homogeneous turbulence, is governed by the contribu-
tions from production flux, P, buoyancy flux, B, and viscous dissipation, ε. These
three terms were plotted as a function of z and for the two Re cases and the results
are shown in Fig. 5. An immediate observation from this figure is that P, B, and ε

for both values of Re show a peak value in the central z region. This is expected
since most of the turbulence and mixing is generated in the central portion allowing
the two fluids to mix vigorously. For dissipation, ε, a higher value is also seen near
z = 0 due to the frictional effect of the wall. For the case of Re = 3090, the produc-
tion flux term is always positive indicating mechanical gain of turbulent energy due
to the eddies present in the flow. The buoyancy flux, B, is also positive indicative
of stable stratification. This is a good representation of our flow, since the flow is
stable owing to the downward movement of the denser fluid, such that it leads to
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Fig. 5 Turbulent kinetic energy budget terms for two different values of Reynolds number, (left)
Re = 3090 and (right) Re = 9950

dense fluid settling below lighter fluid, thereby giving a stably stratified profile. The
positive value of ε indicates that turbulent energy is being lost due to friction and
cascade of energy from large scales to small scales in the flow. From the kinetic
energy budget, we can write P − B − ε = 0, which means that the under stationary
and homogeneous assumption, the production flux must balance buoyancy flux and
dissipation (i.e., P = B + ε). However, this is not evident from Fig. 5 (left plot for
Re = 3090) that again confirms that the transport terms (Tr) may play an important
role in the kinetic energy budget. Despite this, the results from the present work are
extremely useful in understanding the turbulence and nature of mixing in gravity
currents. A very similar picture emerges for Re = 9950 (right plot in Fig. 5), the only
difference being the magnitude of P,B, and ε are higher than for Re = 3090 case
due to the higher inertia in the flow.

In Fig. 6, the mixing efficiency Γ as a function of stream-wise location x for the
two Reynolds numbers is shown. It is observed that Γ shows a spatial variation
showing the random nature of scalar mixing along the stream-wise direction of the
gravity current. This is expected due to the chaotic nature of fluid mixing owing
to interfacial instabilities. In order to get an estimate of the turbulent diffusivity,
a mean value of Γ could be used (shown by the dashed line in Fig. 6). The mean
value of Γ is lower for Re = 3090 compared to Re = 9950, indicated that mixing
is vigorous in the high Reynolds number case. Following this, an estimate for Kρ

could deduced from the experimental results using the values of Γ , ε, and N 2. The
value of N 2 for the case of gravity current is measured from the vertical density
profile that is inherently developed for the particular Re due to the flow dynamics
(Balasubramanian and Zhong 2018). The value of Kρ was found to be of the order
of Kρ ≈ 4 × 10−6 m2 s−1 for both Re = 3090 and Re = 9950. The similar values
indicate that the increase in Γ is offset by the corresponding increase in the stability
of the density profile yielding higher values ofN 2, which appears in the denominator
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(a) (b)

Fig. 6 Mixing efficiency (Γ ) as a function of stream-wise distance (x) at two different values of
Reynolds number, a Re = 3090 and b Re = 9950

of Eq. (9). Similar values of Kρ were also recorded in field observation depending on
the initial flow conditions. Therefore, we conclude that the estimate of scalar eddy
diffusivitymeasured in our present study is legit,which gives further confidence in the
turbulence characterization of the flow. Finally, it is interesting to note that the scalar
eddy diffusivity value, Kρ , is lower for gravity currents than for the forced plume
case. This could be attributed to the fact that the turbulence is inhibited by stably
stratified fluid layers in gravity current. On the other hand, turbulence is augmented
for a forced plume due to an unstable configuration.

6 Summary

The dynamics of a shear-stratified flowwere studied using experiments bymeasuring
the small-scale flow features and the turbulence statistics. Two variants of such a flow
were considered: (a) forced plume evolving in a linearly stratified environment with a
low stratification strength ofN = 0.2 s−1 and (b) dense gravity current intruding in a
lighter environment for two different Reynolds number namely Re = 3090 and Re =
9950. The flow evolutionwas studied using the simultaneous PIV/PLIFmeasurement
technique, which enables capturing velocity and density fields. For a forced plume,
the turbulent kinetic energy (K) showed a double peak structure due to vigorous
entrainment near the plume edges. It was seen that K was higher near the plume
source and the value decreases as the plume moves downstream, indicating decaying
nature of the turbulence as the plume evolves. An off-center peak was seen in the
radial Reynolds stress plot owing to the production of turbulence energy by the stress
working against mean shear. The buoyancy flux, B, confirmed the unstable nature
of the plume and its value reduces with increasing z

D , as the plume evolves, due to
entrainment and reduction in the density gradient between the plume and the ambient
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fluid. The magnitude of B was small owing to a low value of Rib. The production
flux, P, and dissipation, ε, also showed decreasing trend with increasing z

D . Out of
the three budget terms, P was seen to be dominant indicating production of turbulent
kinetic energy is mainly due to the stress terms. Due to unstable nature of the flow,
the buoyancy flux aids in the TKE production. However, the dissipation acts as a sink
for the TKE. A balance between P, B, and ε was not seen indicating that the transport
term may also play an important role in governing the flow dynamics. Based on the
mixing efficiency, Γ , an estimate for the scalar eddy diffusivity (Kρ) was found,
which had an order of magnitude as that observed in field conditions.

For a gravity current, the turbulent kinetic energy (K) peaks at the central region
(between z = 30 cm and z = 50 cm for Re = 3090 and z = 40 cm and z = 60 cm for
Re = 9950), where the two fluids mix due to strong shear present in the flow. This
region is also known as the mixing layer. The results revealed that K was more for
higher Re due to the increased inertia in the flow. The production flux, P, buoyancy
flux, B, and viscous dissipation, ε, for both values of Re also show a peak value in
the central z region. The buoyancy flux profile revealed the stably stratified nature
of gravity current. Unlike for the plume case, the stability of the system acts as a
sink for the TKE along with the viscous dissipation. Therefore, for gravity currents,
the TKE production is only due to the P term. The terms B and ε act to dissipate
this energy through the mechanism of energy cascade and eddy viscosity effects. For
Re = 3090, all the three terms had similar magnitude, but for Re = 9950, the P term
was dominant due to increased inertial force. Similar to the plume case, a balance
between P, B, and ε was not observed indicating the importance of transport term
on the flow dynamics. The value of Γ was more for Re = 9950, which translates to
more efficient mixing at higher Reynolds number. Using the value of Γ , an estimate
for the scalar eddy diffusivity (Kρ) was found, which had an order of magnitude as
that observed in field conditions. The results significantly improve our understanding
of the mixing dynamics of shear-stratified flows.

Acknowledgements Theauthor acknowledges funding fromDepartment ofScience&Technology,
Ministry of Earth Sciences, and IRCC, IIT Bombay (in the form of a start-up grant) for this research
work. Sincere thanks to my doctoral students, Mr. Harish Mirajkar and Mr. Partho Mukherjee, who
diligently worked on these two problems to collect high quality data.

References

Balasubramanian S, Zhong Q (2018) Entrainment and mixing in lock-exchange gravity currents
using simultaneous velocity density measurements. Phys Fluids, 30:015805

Balasubramanian S, ZhongQ, FernandoHJS (2015) Entrainment dynamics in self-adjusting gravity
currents using simultaneous velocity-density measurements. APS Meeting Abstracts M 30:005

Benjamin TB (1968) Gravity currents and related phenomena. J Fluid Mech 31:209–248
Bloomfield L, Kerr R (1998) Turbulent fountains in a stratified fluid. J Fluid Mech 358:335–356
Britter RE (1974) An experiment on turbulence in a density stratified fluid. PhD thesis, Monash
University, Victoria, Australia



An Experimental Approach Toward Modeling Atmosphere … 145

Cantero MI, Lee JR, Balachandar S, Garcia MH (2007) On the front velocity of gravity currents. J
Fluid Mech 586:1–39

Daviero GJ, Roberts PJW,Maile K (2001) Refractive index matching in large-scale stratified exper-
iments. Exp Fluids 31:119–126

Devenish B, Rooney G, Thomson D (2010) Large-eddy simulation of a buoyant plume in uniform
and stably stratified environments. J Fluid Mech 652:75–103

DuoX, Chen J (2012) Experimental study of stratified jet by simultaneousmeasurements of velocity
and density fields. Exp Fluids 53:145–162

Ellison TH, Turner JS (1959) Turbulent entrainment in stratified flows. J Fluid Mech 6:423–448
Gadgil S (2003) The Indian monsoon and its variability. Ann Rev Earth Planet Sci 31:429–467
Hunt G, Kaye N (2005) Lazy plumes. J Fluid Mech 3:329–388
Ivey GN, Imberger J (1991) On the nature of turbulence in a stratified fluid. Part I: The energetics
of mixing. J Phys Oceanogr 21:650–658

Kaye N (2008) Turbulent plumes in stratified environments: a review of recent work. Atmos-Ocean
46:433–441

Klemp JB, Rotunno R, Skamarock WC (1994) On the dynamics of gravity currents in a channel. J
Fluid Mech 269:169–198

Lozovatsky ID, Fernando HJS (2012) Mixing efficiency in natural flows. Philos Trans R Soc (A)
371:1–19

Mahadevan A, Gualtiero SJ, Freilich M, Omand MM, Shroyer EL, Sengupta D (2016) Freshwater
in the Bay of Bengal: its fate and role in air-sea heat exchange. Oceanography 29:73–81

Mirajkar HN, Balasubramanian S (2016) Dynamics of a buoyant plume in linearly stratified envi-
ronment using simultaneous PIV-PLIF. International symposium on stratified flows 1:1–8

Mirajkar HN, Balasubramanian S (2017) Effects of varying ambient stratification strengths on the
dynamics of a turbulent buoyant plume. J Hydraul Eng 143:1–10

Mirajkar HN, Tirodkar S, Balasubramanian S (2015) Experimental study on growth and spread of
dispersed particle-laden plume in a linearly stratified environment. Environ FluidMech 15:1241–
1262

Morton BR, Taylor GI, Turner JS (1956) Turbulent gravitational convection from maintained and
instantaneous sources. Proc R Soc Lond (A) 234:1–23

Osborn TR (1980) Estimates of the local rate of vertical diffusion from dissipation measurements.
J Phys Oceanogr 10:83–89

Oster G, Yamamoto M (1963) Density gradient techniques. Chem Rev 63:257–268
Papanicolaou PN, Papakonstantis IG, Christodoulou GC (2008) On the entrainment coefficient in
negatively buoyant jets. J Fluid Mech 614:447–470

Papanicolaou P, Stamoulis G (2010) Spreading of buoyant jets and fountains in a calm, linearly
density-stratified fluid. In: Environmental hydraulics—Proceedings of the 6th international sym-
posium on environmental hydraulics, vol 1, pp 123–128

Pope SB (2000) Turbulent flows. Cambridge University Press, London, p 771
Richards TS, Quentin A, Sutherland BR (2014) Radial intrusions from turbulent plumes in uniform
stratification. Phys Fluids 26:036602

Shin JO, Dalziel SB, Linden PF (2004) Gravity currents produced by lock exchange. J Fluid Mech
521:1–34

Shiri A (2010) Turbulence measurements in a natural convection boundary layer and a swirling jet.
PhD thesis, Chalmers University of Technology, Goteborg, Sweden

Simpson EJ (1982) Gravity currents in the laboratory, atmosphere, and ocean. Annu Rev Fluid
Mech 14:213–234

Simpson JE, Britter RE (1979) The form of the head of an intrusive gravity currents. Geophys J
Res Astron Soc 57:289

Thorpe SA (1969) Experiments on the stability of stratified shear flows. Radio Sci AGU J 4:1327–
1331

Turner JS (1986) Turbulent entrainment: the development of the entrainment assumption, and its
application to geophysical flows. J Fluid Mech 173:431–471



146 S. Balasubramanian

Venayagamoorthy SK, Koseff JR (2016) On the flux Richardson number in stably stratified turbu-
lence. J Fluid Mech 798:1–10

Webster D, Roberts P, Ra’ad L (2001) Simultaneous DPTV/PLIF measurements of a turbulent jet.
Exp Fluids 30:65–72

Yih CS (1965) Dynamics of non-homogenous fluids. Macmillan, New York, p 306



Nearshore Sediment Transport
in a Changing Climate

Piyali Chowdhury and Manasa Ranjan Behera

Abstract The impact of changing wave climate on the most important nearshore
process, longshore sediment transport (LST), along the central west coast of India
is investigated. The main purpose of this study is to provide a better understand-
ing of the meteo-marine climate of the central west coast of India, which is highly
influenced by the Arabian Sea and the Indian Ocean. To understand the contem-
porary evolution of the coastline, hindcast wave climate from ERA-Interim wave
data (1979–2016) is used. The annual average significant wave height (Hs), wave
period (T p) and wave direction (α0) are obtained and used to estimate annual LST.
This region receives oblique waves from the W-SW direction which induces a huge
gross northerly transport. It experiences two types of waves, swell waves (remotely
generated waves that travel thousands of kilometres before hitting the coastline) and
wind waves (also known as seas, which are locally generated), both of which are
responsible for coastal sediment transport. The swell waves are the major compo-
nent of a total wave system. It has more strength than the locally generated wind
waves and dictates the wave direction and significant wave height at any given point
of time. Therefore, the swell wave-induced LST is an order of magnitude higher
than the wind wave-induced LST. It was observed that the sediment transport has a
seasonal nature due to the influence of monsoonal winds in this region. The total
LST in the central west coast of India shows a decreasing trend due to the reduced
swell generation in the lower latitudes of the Arabian Sea and the Indian Ocean.
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1 Introduction

The nearshore region is an ecologically complex and important part of the marine
ecosystem. It is a transition zone between land and continental shelf, which includes
wetlands, estuaries, beaches, dunes, cliffs, surf zones (regions of wave breaking)
and the inner shelf (approximately upto 15 m depth). The nearshore region is a con-
stantly evolving and highly populated region which is under increasing threat from
sea-level variability, increased storminess, long-term erosion/accretion processes and
anthropogenic activities (Fig. 1). The breaking waves in the nearshore zone produce
nearshore currents which transport beach sediments. Sometimes this transport results
in a local rearrangement of sand into bars and troughs, or results in extensive long-
shore displacements of sediments. This transport is the most important nearshore
process which controls the beach morphology and determines whether the beaches
erode, accrete or remain stable. An understanding of longshore sediment transport
is essential to integrated coastal zone management practices.

Climate change-driven rising sea levels, storminess and extremewaveheights have
the potential to increase the frequency and magnitude of coastal hazards, increasing
risks to coastal community and environment. The latest report by International Panel
on Climate Change (IPCC 2014) highlights a lack of information on the potential
changes in the wave climate and their impacts. Most of the coastal population live
within an elevation of 5–10 m from current mean sea level (ISRO 2011). Long-term

Fig. 1 Schematic of a typical nearshore zone



Nearshore Sediment Transport in a Changing Climate 149

erosion/accretion may cause changes to the existing ecosystem and infrastructures.
Damages worth of millions of rupees every year are seen with increasing number of
cyclones. Prediction of changes in nearshore processes under the changing climate
scenario is important to effectively manage the constantly evolving yet vulnerable
environment.

Coastal ecosystems and infrastructure are threatened by long-term coastal erosion
owing to climate change, limited sediment availability and anthropogenic activities.
Naturally occurring long-term (10–1000 years) coastal change is a result of the cumu-
lative response of short-term processes that are in turn influenced by surface waves
and water levels. Anthropogenic activities in the coastal zone can alter these natural
processes (Hapke et al. 2013), potentially inducing change in coastline orientation,
whichmay affect future coastline response (McNamara andWerner 2008). Such two-
way interaction processes and feedbacks between coastline dynamics and manmade
activities make the coastal zones complicated systems. Understanding future coastal
conditions and accurately predicting change over long temporal scales is needed for
long-term coastal sustainability.

With growing dependency on coastal areas for urbanization and settlement, it
is becoming immensely important to identify the future threats and challenges on
these environments. The understanding of the nearshore processes has improved in
the last couple of decades. With the availability of climate data and sophisticated
wave and current models, it is now possible to predict the future wave climate and
its impacts on nearshore processes like sediment transport, wave–wave interactions,
wave–current interactions and many more. To have a clear understanding of the
evolution of nearshore processes, it is required to investigate the long-term coastal
evolution under changing climate and anthropogenic activities, prediction of future
waves and storminess, and the physical, chemical and biological processes impacting
these processes. In this chapter, we aim to present the hindcast wave climate in the
Arabian Sea (1979–2016) and its impacts on coastal sediment transport along the
central west coast of India.

1.1 Coastal Geomorphology and Nearshore Sediment
Transport

The coastal geomorphology of the western continental shelf of India was studied
better after the International Indian Ocean Expedition (1962–1965). The western
Indian continental shelf is classified as stable Atlantic-type margin where the shelf
is wide near river mouths of north-west India and narrow towards south-west India
(ISRO2011). Transport of sediments and otherminerals is influenced by high-energy
conditions existing on the shelf. Presence of numerous sedimentary basins in this
region indicates the accumulation of sediments since Eocene. This relatively straight
shelf of western coast is considered to be a result of an offshore fault extended from
south to north-west India. This region forms the nearshore zone of the west coast
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of India. Most of the coastal processes often take place in this nearshore zone. The
most important of which is the nearshore sediment transport, which is responsible for
the shoreline evolution and orientation. These processes maintain the topography of
beaches by either erosion or accretion processes. Coastal sediment transport ismainly
driven by wave-induced or tide-induced currents. The currents interact with seabed
and agitate the sediments, which then entrains in fluid flows and gets transported
along and/or across the shoreline. There are two types of current systems in the
nearshore zone which are responsible for the sediment transport—currents within
the surf zone and currents beyond the surf zone. However, the currents in the surf
zone are most important for sediment transport. It derives its energy from breaking
of waves.

2 Study Area

The study investigates the impact of changing wave climate on the temporal dynam-
ics of longshore sediment transport (LST). LST governs the overall coastal geomor-
phology of regional coastlines. Shoreline erosion, sedimentation near river mouth,
narrowing of deltas and rapid changes in the river mouth configuration are commonly
observed problems in the central west coast of India (Nayak et al. 2010). The west
coast of India experiences three major seasons: pre-monsoon (JFMAM), monsoon
(JJAS) and post-monsoon (OND). The Indian coastline is exposed to significant
changes in seasonal to annual wind and wave climate. Winds are south-westerly and
significantly high in strength during the Indian summer monsoon (June–September),
whereas it is north-easterly during the winter monsoon (November–February). The
wave climate is also influenced by the changing wind patterns which makes the
wave climate highly seasonal. The study area is located in the central west coast of
India (Fig. 2). This region consists of numerous headlands, river deltas, cliffs, bays,
sand spits and sandy beaches (Shanas and Kumar 2014). This region is exposed to
an energetic wave climate with swell waves travelling from the Arabian Sea and
the Indian Ocean. The nearshore wave climate is governed by both wind and swell
waves. Wind waves are generated by the local wind conditions and swells propagate
from deep ocean. Waves are directed differently in different seasons. Variation in
wave direction is an important factor that determines the impact of a changing wave
climate on coastal processes, altering the LST direction and rates, and consequently,
the overall coastal sediment balance. Beaches in this region are mainly reflective to
intermediate in nature (Kumar et al. 2003; Manoj and Unnikrishnan 2009), making
it a micro- to meso-tidal region (Short 1991). The presence of several deltas in this
region makes the sediment interaction process complicated, especially during mon-
soon. The varying nature of inflowing sediment complicates the distribution process
of sediments in the nearshore zone. These sediments are distributed along the coast
by the action of waves and tides. The influx sediment grain size varies from medium
to coarse (average D50 �0.6 mm) (Veerayya and Varadachari 1975).
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Fig. 2 Selected study regions along central west coast of India

Cyclonic activities in this region aremajor drivers of the sediment dynamics. Itwas
observed that the Arabian Sea has a bimodal nature of cyclogenesis occurring during
the south-west and north-east monsoon periods (Evan and Camargo 2011). However,
the sea surface temperature is always above 26.5 °C which facilitates cyclogenesis
and high-energy swells. Increased wave heights were observed in regions where the
wave climate is subjected to swell propagated from the Arabian Sea and the southern
Indian Ocean (Hemer et al. 2010). A large number of extra tropical Indian Ocean
swells freely propagate into tropical and subtropical latitudes of the Indian Ocean
(Alves 2006) and form an important component of the Arabian Sea and the Bay of
Bengal wave climate. However, the tropical north Indian Ocean storms have minimal
impact on the global wave climate but can have very rough local wave systems, which
impacts coastal processes along the coasts located in this region (Young and Holland
1996). Another type of wave affecting the nearshore wave climate in the Indian
region is the locally generated wind waves. The seasonality in the swell and wind
waves leads to the seasonal variation of nearshore wave climate and the resulting
LST along the west coast of India.

3 Data and Methodology

3.1 Wave Data

Wave parameters like (significant wave height (Hs), wave period (T p) and wave
direction (α0)) are important inputs in estimating wave-induced LST. ERA-Interim
wave data were used to derive these parameters (Dee et al. 2011). The ERA-Interim
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wave data were extracted on a 0.5°×0.5° grid with a 6-h-temporal resolution for
a period of 38 years. Data were extracted for the grid cell encompassing the study
region. Annual and monthly averages of the wave parameters were computed and
used in the estimation of LST.

3.2 Methodology

LST is estimated by numerous longshore transport formulae worldwide. Many
research works on improving the longshore sediment transport formula are in
progress. Also, there is no general rule on the choice of formula. The most com-
monly used formulae are the Coastal Engineering Research Center (CERC, Shore
Protection Manual 1984), Walton and Bruno (1989), Kamphuis (1991), Van Rijn
(1989) and the recently developed Kaczmarek et al. (2005) formula. In this study,
we used the recently developed Kaczmarek et al. (2005) formula.

Kaczmarek et al. (2005) formula assumes that the volume of LST ‘Q’ for the
entire surf zone is proportional to the wave energy flux (V ) and is given as:

Q �
⎧
⎨

⎩

0.023
(
H2
b V

)
(m3/s), if, H2

b V < 0.15 (low and medium wave climate)

0.00225 + 0.008
(
H2
b V

)
(m3/s), if, H2

b V > 0.15 (higher waves and storms)
(1)

where Hb is the breaker wave height and V is the average longshore current velocity
in the surf zone which is determined as:

V � 0.25kv
√

γbgHb sin 2θb (m/s) (2)

where γb is the constant wave breaker parameter (0.78), g is the gravitational accel-
eration, θb is the breaker wave angle and kv is a site specific constant chosen as 2.9
based on Bertin et al. (2008) for wave-dominated regions with similar grain size
features as that of the present study. The breaker wave properties were estimated
using the breaker wave predictor formula proposed by Larson et al. (2009) in which
deep water wave characteristics were used. The detailed methodology of this model
can be found in Chowdhury and Behera (2017) and hence is not repeated here for
brevity.

Wind sea and swell heights are computed from the ERA-Interim derived wave
data and are used to estimate wind wave-induced LST and swell wave-induced LST.
To study the shoreline changes in an interrupted and uninterrupted beach, we iden-
tified littoral drift cells that are close to such locations (Calangute Beach, which is
an uninterrupted beach and Karwar Naval Beach, which is interrupted by the con-
struction of a naval base since 2005). Landsat imagery (USGS 2014) was used to
describe the shoreline evolution on a regional scale. Satellite images with minimal
cloud coverage over the area of interest were extracted since 1990. All these images
were referenced to the latest 2015 image with clearly visible reference points which
are identifiable in the entire period since 1990. This approach is expected not to
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affect the final result because our ultimate aim is to track relative shoreline position
change. Shoreline evolution was computed at both the locations using DSAS tool of
Arc-GIS. Model-estimated LST was compared with the Landsat data.

4 Nearshore Sediment Transport in a Changing Climate

4.1 Wave Climate

Annual andmonthly average values ofHs, T p and α0 were extracted at the grid points
encompassing the study region and were used to obtain the nearshore breaker wave
characteristics as shown in Fig. 3. The average annual Hs and T p were found to be
1.32 m and 8.12 s, respectively (Chowdhury and Behera 2017). The annual wave
climate experiences dominant waves from the west–south-west direction (~238°
clockwise from true north). Hs was the highest during the south-west monsoon
(1.4–2.6 m) and low during rest of the year (0.7–1.0 m). The monthly wave data were
decomposed to obtain swell andwindwave components using themethodology given
by Chen et al. (2002) (Fig. 3). Like swell waves, wind waves also showed seasonal
variations, with lower wave heights during October–May and higher wave heights
during monsoon months (JJAS). The Arabian Sea has a very calm wave climate in
non-monsoonmonths compared to themonsoonmonths. This variationwas expected
to impact the seasonal variability of LST in this region. It was observed that during
non-monsoon months the wave activity is low, with monthly breaker height ranging
from 0.7 to 1.2 m. With the onset of monsoon in the month of June, a steep increase
in the magnitude of breaker wave height is observed with values ranging from 1.2 to
2.3 m.

4.2 Sediment Transport Due to Swells and Wind Seas

The waves in the central west coast of India are oblique (W–WSW) to the coastline.
These oblique incident waves generate a large northerly transport. LST is found to be
southerly only when the wave direction is between 250–270°. The annual net swell
wave-induced LST and wind wave-induced LST are shown in Fig. 4. The average
annual swell wave-induced LST is 412,000 m3/year, which is an order of magnitude
higher than the wind wave-induced LST, which is only 25,200 m3/year. The overall
LST shows a decreasing trend of about 5% over the study period of 38 years.

Net monthly LST was also estimated to understand the seasonal variations in
LST along the central west coast of India as shown in Fig. 5a. A directional shift
in LST from northerly (positive LST values) to southerly (negative LST values)
is observed with the onset of monsoon which may be attributed to the directional
shift in the winds and longshore current. A similar shift in direction of LST was
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Fig. 4 Swell wave-induced LST (blue) and wind wave-induced LST (magenta) (1979–2016)

again observed towards the end of monsoon season which directed the sediment
transport towards the north. The total LST directed towards north is more than that
towards south. Also, the monthly LST induced by both swell and wind waves were
estimated (Fig. 5b). Thewindwave-induced LST is low throughout the year, whereas
during monsoon it is higher than the swell wave-induced LST. Intensity of the sea
breeze–land breeze system increases during monsoon which in turn amplifies the
wave height and hence wind wave-induced LST is the maximum during monsoon.
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Fig. 5 a Monthly LST and
b Monthly LST variation
induced by swell (blue) and
wind waves (magenta)
(Source Chowdhury and
Behera (2017))
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Sea breeze–land breeze system influences wave parameters along the west coast of
India (Glejin et al. 2013) and Masselink and Pattiaratchi (1998) reported that the sea
breeze—land breeze system has an important influence on LST. Swell wave-induced
LST peaks inDecember due to the cyclogenesis phenomenon in theArabian Sea. The
net swell wave-induced LST during JJAS is only 125,500 m3/month and that during
rest of the year is 250,000 m3/month, making the total annual transport northerly in
nature.

Swells in the Arabian Sea are influenced by cyclonic activities which have a
bimodal nature (Evan and Camargo 2011) that peaks in May–June and October–De-
cember and are minimum during monsoon. This phenomenon affects the seasonal
variation of LST in the west coast of India. Further, Evan and Camargo (2011) state
that there is an increase in the cyclonic stormdays over the period of 1992–2008when
compared to 1979–1991. This increased trend in cyclonic activity over 1992–2008
is coherent with increase in LST intensity during this period. It is observed that
wind blowing over the Arabian Sea is strong during the onset of monsoon which
causes strong swells that travels towards the Indian coast and dominates the coastal
processes. During monsoon, the wind speed is very high and blows towards the
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coast causing high rates of swell wave-induced LST with the highest in September
(Fig. 5b). During the same period, the wind waves also start growing stronger which
is caused by the sea breeze–land breeze system and induces higher rates of LST.With
the reversal of wind direction in September, the rate of swell wave-induced LST also
peaks up. Again with the onset of cyclogenesis in November, the LST increases.
In January, soon after the cyclogenesis, the LST drops down and is the lowest in
February. LST continues to rise during March–May. It is concluded that LST along
the west coast of India varies seasonally depending upon the wind and wave charac-
teristics. Remote swells also play an important role in determining regional LST by
influencing the nearshore wave parameters.

4.3 Shoreline Changes in Interrupted and Uninterrupted
Beaches

The evolution of any beach depends on the erosion, and deposition pattern of the
beachwhich in turn depends on theLST rates. Two locationswere considered to study
their evolution over the past few decades based on LST computed using Kaczmarek
et al. (2005) formula, and the same was compared with the shoreline evolution
obtained from satellite images. Satellite data from Landsat (USGS 2014) available
since 1990, with a resolution of 30 m, are obtained for both the locations (Calangute
Beach,which is an uninterrupted beach andKarwarNavalBeach,which is interrupted
by the construction of a naval base since 2005) and is used for shoreline change
detection. All the satellite images were geo-rectified using a reference image to
assign real-world coordinates. These images were projected on to UTM projection
system and WGS-84 datum. Shoreline changes from 1990 to 2015 were calculated
in Digital Shoreline Analysis System (DSAS) tool of Arc-GIS. Transects at 50-m
intervals were drawn along the coastline for determining the shoreline change rate
over this period.

Calangute Beach
Coastline evolution over the past decades at Calangute Beach is shown in Fig. 6a.
The undisturbed coastline of Calangute Beach shows mild accretion during this
period with most of the accretion (+ve value) occurring in the northern part of the
beach following erosion (−ve value) in the southern part. The shorelines extracted
from Landsat imagery at Calangute Beach since 1990 show an accretion of approx.
2.5 m/year over a period of 26 years, which is similar with the findings obtained from
Kaczmarek et al. (2005) formula.

Karwar Naval Base Area (Kamat Beach and Mountain Beach)
Kamat and Mountain beaches were selected for this study as they represent the site
condition with anthropogenic activities. The beaches are located on the north and
south, respectively, of a newly constructed naval base in Karwar, Karnataka. Shore-
line evolution since the construction in 2005 is determined using Landsat images,
and it is observed that post-construction of the naval base, the beaches have accreted
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significantly. Using DSAS tool, the annual shoreline evolution since 2005 is com-
puted and presented in Fig. 6b, which shows the rate of accretion along Kamat and
Mountain beach to be ~+1.6 m/year and ~+2.8 m/year, respectively, over a period
of 10 years. Kaczmarek et al. (2005) formula is used to determine the annual LST
in this region and compared with the shoreline evolution rate obtained from Landsat
imagery. Owing to the proximity of Kamat and Mountain beaches, it is acceptable
to consider them as a single drift cell. It is observed that the beaches show a high
amount of variability in annual LST post-construction. However, the variability in
annual LSThas reduced since 2009. Changes in variability of annual LST indicate the
disrupted equilibrium of both the beaches, which has resulted in massive accretion
over a small period of 10 years.

5 Conclusions

This study is an effort to provide insights on the contemporary sediment transport
regime and resulting shoreline evolution at selected beaches located along the central
west coast of India.Considering the scantily availablemeasured sediment data and the
difficulty in obtaining them, it was aimed to find the suitability of applying an empiri-
cal model (that requires minimum observation data) to estimate long-term LST (with
acceptable accuracy) for the micro–meso-tidal beaches of India. The results were
found to be comparable with satellite images and other observed/measured sediment
transport data. To understand the contemporary evolution of coastline, hindcast wave
climate from ERA-Interim was used. The annual average significant wave parame-
ters (Hs, T p, and α0 ) were used to estimate annual LST. The central west coast of
India receives oblique waves (swell waves and wind waves) from the W–SW direc-
tion which induces a huge gross northerly transport. The swell wave-induced LST
is an order of magnitude higher than the wind wave-induced LST. The changes in
sediment transport quantity weremainly governed by the swells generated during the
cyclogenesis months. LST in this region shows a seasonal nature due to the influence
ofmonsoonal winds. The total LST in the central west coast of India shows a decreas-
ing trend, which is attributed to the reduced swell generation in the lower latitudes
of the Arabian Sea and the Indian Ocean. It was also observed that effect of anthro-
pogenic activities is significant on the long-term variation of LST rates and coastline
orientation, which is capable of disturbing the equilibrium of beaches. It is suggested
that any future predictions of shoreline evolution should be carried out considering
the regional socio-economic developments and climate change scenarios.
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A Comprehensive Social Vulnerability
Analysis at a National Scale
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Abstract Extreme hydro-climatic events, such as extreme rainfall, droughts, and
heat waves, are increasing both in its intensity and frequency over India, leading
to corresponding rise in economic losses and human casualties. Moreover, these
extreme events continue to accelerate in the future climatic scenarios. Thus, proper
understanding of the physical and socioeconomic drivers of these extreme events is
essential and eventually improves the adaptation strategies. While the early warning
systems of these extreme events have significantly improved, evidences on the eval-
uation of dynamicity of social vulnerability throughout India are still significantly
lacking.With regard to this, there is an urgent need to develop a set of comprehensive
vulnerability maps for India, which may be utilized by the national disaster manage-
ment and policy-making agencies, particularly to manage and recover from disaster
events by spatially prioritizing the disaster management. Here, we provide a com-
prehensive review on the current status of the national-scale vulnerability mapping
along with the associated challenges, with the primary focus on the Indian scenario.
We also emphasize on the recent advancement in the methodologies in mapping the
nationwide social vulnerability. Readers must note that the present chapter serves as
a guide for optimal data gathering efforts for future improvements and fine-tuning
of social vulnerability maps to develop policy tools to reduce vulnerability, mitigate
risks, and increase resilience to hazards.
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1 Introduction

The primary aim of this chapter is to provide a comprehensive literature on the social
vulnerability (SoV) mapping to the hazards at a nationwide and also to highlight
the challenges associated with the primary focus on the Indian scenario. In addition,
we also emphasize on the various definitions of vulnerability and the current sta-
tus of SoV assessment over India. However, before we proceed, to understand and
appreciate the essence of this chapter, the readers should know the definitions of
few concepts such as hazard, disaster risk, and vulnerability. The threats that usually
have a tremendous potential to harm people and places are termed as hazards. On the
other hand, a disaster refers to the singular larger-scale event which makes difficult
to the local community to effectively cope/adapt to the event. Risk is defined as the
likelihood or probability that some particular type of injuries or loss of infrastruc-
ture would result from the hazard/disaster event (NRC 2006; Cutter et al. 2009). It
should be noted that normally hazard and disasters are viewed as mainly caused by
the interaction between natural environment and human societies, though they may
be also caused due to the interaction between society and technology (e.g., nuclear
emission from nuclear power plants or any accidental chemical spills from the indus-
tries) or within the societies. Often, we give prominence to those situations where
interactions between natural environment and societies (earthquakes, droughts, and
floods) usually take place since it may trigger a large human displacement across the
state/national borders of the country, thereby resulting in huge humanitarian crises
(NRC 2006; Cutter et al. 2009).

With regard to the vulnerability, there are multiple definitions available in the
existing literature. Table 1 shows the various definitions of vulnerability and the
advancement in the conceptual framework.

Table 1 Definitions of vulnerability

Definition Remarks

Blaikie et al. (1994) defined vulnerability as
“the characteristics of a person or group in
terms of their capacity to anticipate, cope with,
resist and recover from the impact of a natural
hazard”

It precisely mentions social system and their
characteristics as the subject of analysis,
whereas it identifies natural hazards as the
source of threat to this social system

Smit et al. (2000) described vulnerability as the
“degree to which a system is susceptible to
injury, damage or harm”

This definition is very generic. It does not
provide information pertaining to hazard
events or the subject of analysis

Parry et al. (2007) mentions that according to
Intergovernmental Panel on Climate Change
(IPCC) the vulnerability can be defined as “the
degree to which a system is susceptible to and
unable to cope with, adverse effects of climate
change, including climate variability and
extremes”

This definition is very specific in terms of
attributing the hazard, i.e., climate change.
However, it provides a broader scope
pertaining to the subject of analysis (e.g.,
economic sector, coupled human–natural
system)
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Though the definitions of vulnerability provided in Table 1 do have conceptual
disparities, it should be noted that all the three concepts provide guidelines for climate
change vulnerability assessment.

1.1 Vulnerability Assessment to Natural Hazards

Hazard vulnerability assessment basically explains “who” is exposed to the hazard,
and the differential susceptibility aftermath of hazard and finally the impacts of the
exposure. Here, the susceptibility mainly includes potential for loss, harm, injury,
adverse impacts on livelihoods. In simple words, the main aim of the vulnerability
assessment is not only to identify the “who,” which is vulnerable, but also to identify
the factors which eventually shapes the vulnerability in a respective place (Brikmann
2006). It should also be noted that these vulnerability assessments are either a qual-
itative or quantitative approach. The quantitative measures are mainly provided by
the numerical estimates of the exposures and ranking of vulnerability.

Meanwhile, one should note that the hazard vulnerability assessment essentially
consists of three distinct elements, viz. exposure assessment, impact assessments, and
damage assessment. Here, the exposure assessmentmainly includes the identification
of the risk source including estimating the intensity, frequency, magnitude and also
analyzing its spatial extent of impact. The impact assessments usually include the
consequences of a hazard on the population, and the damage assessment mainly
includes analyzing the fatalities and losses to infrastructure and economy. However,
the daunting task still persists in integrating these three elements into a comprehensive
vulnerability assessment framework. The reason for this may be the difficulties in
working across disciplinary or knowledge boundaries (Cutter et al. 2009). Bridging
this gap is still a challenging task in the social vulnerability assessment, especially
at a national scale.

1.2 Measuring Vulnerability

Developing a universal measurement tool for vulnerability assessment across all
disciplines is still a challenging task, provided the discrepancies in the definition
in coupled with the dynamicity and changing scale of analysis, i.e., both temporal
and spatial scales. Nevertheless, the research on the vulnerability assessment has
seen a shift from the qualitative conceptualization and framework to more precise
quantitative measure of vulnerability. This dramatic shift is mainly attributed to the
advances in the vulnerability science (Cutter et al. 2009).

In conjunction with this, there have been numerous indices related to vulnerability
which have been reported in the literature. Some of them, but not limited to, are
Environmental Vulnerability Index (Kaly et al. 1999), Human Well-Being Index
(Prescott-Allen 2001), Environmental Sustainability Index (Esty et al. 2005), Human
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Development Index (Burd-Sharps et al. 2008). Nonetheless, most of these studies
are based on the comparison between two or three different nations with course
spatial resolutions, but drew little focus towards understanding the vulnerability at
sub-national levels. However, it should be noted that there is a significant spatial
variation existing within the country in terms of exposure and also the impact.

With regard to climate-related hazards, researchers have developed quantitative
indicators. For example, O’Brien et al. (2004) implemented the definition of vul-
nerability from IPCC, which basically includes exposure, sensitivity, and adaptive
capacity. They have used this to map agricultural vulnerability over India to both
climate change and globalization at a district level. In this study, the authors have
combined three different vulnerability indicators, viz. biophysical, social, and tech-
nological indicators which influence the agricultural productivity, specifically for
Indian scenario. Similar to O’Brien et al. (2004), Deressa et al. (2008) also con-
ducted an agricultural vulnerability analysis to climate change in seven regions of
Ethiopia, as per the definition of IPCC. The authors had developed a vulnerabil-
ity index which comprises a combination of both biophysical and socioeconomic
indicators.

The present-day literature emphasizes more on developing the empirically based
indices to assess climate change vulnerability. For example, Hahn et al. (2009) devel-
oped aLivelihoodVulnerability Index,wherein assessed the impact of climate change
among the individual population residing in two districts of Mozambique with the
implementation of several indicators, such as demographic profile, social networks,
health, food, water and natural disasters and climate variability. Here, while deter-
mining the sensitivity and exposure to climate change impacts, the authors have
assigned equal weights to all the selected indicators. On the other hand, Torresan
et al. (2008) employed another innovative approach, i.e., Dynamic International Vul-
nerability Assessment (DIVA), to assess climate change vulnerability along the coast
of Venetia, Italy. The major indicators employed are biophysical indicators such as
geomorphology, topography, and vegetation.

In addition to these small-scale studies, researchers have also developed indices
at the national level to assess the climate change vulnerability. For example, Moss
et al. (2002) developed aVulnerability–Resilience Indicator Prototype (VRIP)model
that assessed the ability of different groups to adapt and cope with changing climate
in 38 different countries. They considered combination of both environmental and
social factors, such as food, water, health, environment, and economics in their lists
of indicators. Further, these indicators were scaled against global data to obtain the
overall national baselines of vulnerability for each of the considered countries. Fur-
ther, Sullivan andMeigh (2005) developed a Climate Vulnerability Index comprising
six indicators including resource, access, capacity, use, environment, and geospatial
dimensions. They argue that the developed vulnerability index has the applicability
across various spatial scales ranging from small island developing nations to the
national level. Nonetheless, there is no significant theoretical discussion provided on
the choice of indicators selected for the study. Though there is a significant potential
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in research on development of vulnerability indicators and indices, specifically in the
area of climate change, the general agreement on measuring vulnerability remains
ambiguous (Cutter et al. 2009).

2 Review of National-Level Social Vulnerability Analyses

Using the different conceptual frameworks, as mentioned in the previous section,
many researchers have developed the nationwide social vulnerability maps for dif-
ferent countries (Table 2).

3 Need of Social Vulnerability Analysis for India

Studies focused onmapping nationwide social and socioeconomic vulnerability have
typically been performed for developed or economically rising countries, such as the
USA, China, and European nations. However, few studies have been performed
for developing and underdeveloped countries, particularly in India, where a com-
prehensive social vulnerability map at the national scale has not been attempted yet.
Although accurate projection of hydro-climatic extremes over India has received con-
siderable attention, the large population residing within the country remains highly
vulnerable as increasing population directly increases the exposure to hydro-climatic
extremes, thereby increasing the risk. On the other hand, the efficacy of the disaster
governance body has improved over time as demonstrated by comparing two Bay of
Bengal cyclone eventswith similar intensities overOdisha (formerlyOrissa) between
1999 and 2014. The impact and number of deaths during the former event was more
devastating comparedwith the latter because of the improved early warning andmass
evacuation programs during the latter event, resulting in over a million people evac-
uating to safe temporary shelters. The capacity of a government to manage a disaster
is limited by factors that include geographical size, population, and rapid unplanned
urbanization without appropriate infrastructures such as roads and transportation.

In addition, it is reported that due to global warming, the occurrence of extreme
events such as precipitation extremes and heat waves is significantly increasing
around the world. With regard to Indian perspective, we utilize the data from Indian
Meteorology Department (IMD) and analyze the pattern of extremes. Here, we con-
sidered two notable extremes, viz. precipitation extremes and heat waves. For pre-
cipitation extremes, we utilize 0.25°-resolution precipitation data (Pai et al. 2013).
Figure 1a shows the trend of precipitation extreme over India from 1950 to 2000. The
results clearly show a significant increase in the intensity of precipitation extremes,
which is matching the conclusions derived from the previous study conducted by
Goswami et al. (2006), Vittal et al. (2013). Further, we conduct a similar analy-
sis for temperature extremes. As with precipitation extremes, here also we found
that the temperature extremes are significantly increasing from post-1950 over India
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Table 2 Literature review on nationwide social vulnerability mapping

Author Region Indicators used Remarks

Cutter et al. (2003) USA County-level
socioeconomic and
demographic data is used
to develop social
vulnerability to
environmental hazards

They identified distinct
spatial pattern in the
social vulnerability. They
also noticed that the most
vulnerable counties are
clustered in metropolitan
counties in the East and
South Texas and the
Mississippi Delta regions

Cutter and Finch (2008) USA Country-level
socioeconomic status,
gender, and housing
tenure are used to develop
social vulnerability to
natural hazards

They observed that
initially the vulnerability
is more clustered in
certain geographic regions
and later it has dispersed
significantly over time.
Moreover, the trend in
vulnerability showed a
steady reduction in social
vulnerability, but there is
considerable regional
variability, with many
counties increasing in
social vulnerability during
the past five decades

Fekete (2009) Germany Three main indicators
have been considered to
map the social
vulnerability such as
fragility, socioeconomic
condition, and region

It is shown that indeed
certain social groups like
the elderly, the financially
weak or the urban
residents are higher-risk
groups

Khan and Salman (2012) Pakistan Indicators such as
population density, lack
of knowledge, lack of
decent housing, lack of
decent standard of living,
livestock households, and
farm households are
considered in this study

The authors have
implemented Human
Vulnerability Index (HVI)
to map the vulnerability
for Pakistan. They
reported that the adult
literacy rate, ownership of
livestock, and access to
electricity are the three
(out of six) key variables
that play a critical positive
role in recovery after the
2010 floods

(continued)
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Table 2 (continued)

Author Region Indicators used Remarks

Lixin et al. (2014) China Indicators such as gender,
disabled, age, family
structure, minority,
education, medical
service, socioeconomic
status, and employment
are considered

The results indicate that
vulnerability is a
location-based regional
phenomenon, with the
most vulnerable cities
being located in the
southwest of China and
the eastern areas being
generally less vulnerable

Siagian et al. (2014) Indonesia Population, annual growth
rate, population density,
population over 65,
children under 5, adult
illiterate, poor people,
Human Development
Index

Three main driving
factors affecting social
vulnerability in Indonesia
are found: socioeconomic
status and infrastructure,
gender, age and
population growth and
family structure

Frigerio and Amicis
(2016)

Italy Indicators such as family
structure, education,
socioeconomic status,
employment, age, race
and ethnicity and
population growth are
considered

Here, the authors have
applied hazard-of-place
model approach. The
analysis identified
different spatial patterns
across Italy, providing
useful information for
identifying the
communities most likely
to experience negative
natural disaster impacts
due to their
socioeconomic and
demographic
characteristics

Frigerio et al. (2016) Italy Indicators such as age,
employment, education,
urbanization, quality
house, and ethnicity were
selected for the study

The study utilizes a
geographic information
system (GIS) approach
which was applied to
identify the spatial
variability of social
vulnerability to seismic
hazard. Finally, a
qualitative social
vulnerability exposure
map to an earthquake
hazard was produced,
highlighting areas with
high seismic and social
vulnerability levels

(continued)
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Table 2 (continued)

Author Region Indicators used Remarks

de Loyola Hummell et al.
(2016)

Brazil Socioeconomic status,
gender, race and ethnicity,
age, employment loss,
urban and rural
population, family
structure, education,
medical services and
access, social dependency
and special need
populations

The result showed a
concentration of the most
socially vulnerable cities
in the north and northeast
regions of Brazil, as well
as the social vulnerability
of metropolitan areas and
state capitals in the south
and southeast regions.
The least vulnerable cities
are mainly concentrated
in the inland regions of
the southeast

Fig. 1 Trends in the extremes over India. a the trends in the precipitation extremes over India from
1950 to 2000. The P value provided in the inset of the plot shows that the trend is significant at
5% significance level. b Exhibit a temperature extreme over India from 1950 to 2000. As with
precipitation extreme, here also we find increasing trend and it is significant at 5% significance
level

(Fig. 1b). For this purpose, we utilize 1°-resolution temperature data for all over
India (Srivastava et al. 2009). The previous studies also reported that these extremes
are further going to increase in the future scenario (Murari et al. 2015).

From our analysis, it is evident that the extreme scenarios are increasing. In con-
junction with this, the population in India is also increasing. This situation eventually
increases the exposure to the increasing hazards over India. To get more insight into
the impact of these hazards on the increasing population, we have analyzed the mor-
tality trends due to different natural hazards over India (Fig. 2). Here, the mortality
data is procured from the National Crime Records Bureau (NCRB). Figure 2a shows
the mortality trends due to floods from 1967 to 2012. Though the trend is increasing,
it is insignificant at 5% significance level. However, the death due to heat waves
(Fig. 2b) and cold waves (Fig. 2c) showed statistically significantly increasing trend.
Overall, our results suggest that the extreme scenarios are increasing along with the
impact in terms of mortality over India. Under such condition, the development of
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the social vulnerability maps for India is inevitable. Disaster management has been a
rapidly evolving discipline in India, particularly over the last decade, and theNational
Disaster Management Act (2005) provides a mandate for the development of a com-
prehensive disaster management plan at national, state, and district levels. However,
the relatively few studies that exist have focused on mapping social vulnerability to
disasters at the city level (Sherly et al. 2015) or basin level (Kelkar et al. 2008) in
India, but not on national scale. The nationwide mapping provides valuable vulnera-
bility information that can be used by the central government to develop policies and
by regional planners and disaster managers to define target intervention areas based
on the required resolution of spatial scales (Fekete 2009).

4 Social Vulnerability Mapping for India

Considering the fact that the social vulnerability mapping is lacking in the litera-
ture and also the natural hazards are significantly increasing, the mortality due to
these natural hazards is also increasing over India. This motivated us to develop a
comprehensive social vulnerability maps for India. To serve this purpose, the demo-
graphic data from Census of India for the decade 2011 is procured. Further, from
this demographic data, we select both positive and negative vulnerability indicators.
Here, the indicators which have a tendency to increase the social vulnerability when
it is increased are considered as positive indicators, whereas the indicators which
decrease the vulnerability when it is increased are considered as negative indicators.

Based on the previous studies and also the availability of the data from the Cen-
sus of India, we select total population, female population, main agricultural and
cultivator population, children population (population <6 years), rural population,
number of households, illiterate population, illiterate female population, SC and ST
population (categorized as the backward community by the government of India),
SC and ST female population, marginal workers (including cultivators, agricultural
laborers, household industry), and non-working population as positive indicators.
On the other hand, the indicators such as working population, female working popu-
lation, literate population, and female literate population are considered as negative
indicators.

Further, the vulnerability indicators developed by CoI are standardized mainly
to make the indicators dimensionless, which will allow us to compare the different
indicators at national scale and also to eliminate anomalies, if any. The method of
standardization for indicators (Wu et al. 2002; Karmakar et al. 2010) is provided in
the equation below:

V std
i � Vi − Vmin

i

Vmax
i − Vmin

i

(1a)
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Fig. 2 Trends in mortality due to different natural hazards over India. a the trends for floods,
whereas the trends for heat waves and cold waves are provided in b and c, respectively. The slopes
and the p values are provided in the inset of each subplot. Apart from flood, both heat waves and
cold waves showed significantly increasing trend at 5% significance level

where V std
i is standardized vulnerability index of ith indicator; Vmax

i and Vmin
i

are the maximum and minimum counts of vulnerability indicator, respectively; Vi

is the count pertaining to the ith tehsil. This equation considers both maximum and
minimum values in the expression and ensures that vulnerability values are within
[0, 1] interval (Wu et al. 2002) and always nonnegative (Karmakar et al. 2010).
During normalization, the indicators were adjusted for their sign, which indicates
whether the indicator contributes positively (+) or negatively (−) to vulnerability. The
equation provided in Eq. 1a is generally used for the indicators which have positive
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influence toward social vulnerability; however, for negative influencing indicators
the standardization is usually done with Eq. 1b.

V std
i � Vmax

i − Vi

Vmax
i − Vmin

i

(1b)

After the standardization of the indicators, the principal component analysis
(PCA) is applied mainly to decorrelate and reduce the dimensionality of the indi-
cators. The first principal component (PC1) is able to explain almost 95% of the
variability. The PC1 is further fed into the aggregation operation, wherein the vul-
nerability values are obtained. The present study implements the method developed
by Cutter and Finch (2008) to map the vulnerability in which the standard deviation
approach is applied to classify the vulnerability ranking. Figure 3 shows the spatial
variation of nationwide social vulnerability to the decade 2011 for India. The results
show that the social vulnerability to natural hazards is higher in the states of Kar-
nataka, Kerala, Maharashtra, and Uttar Pradesh and lower in the states of Andhra,
Orissa, and Telangana.

5 Conclusions

The natural hazards are increasing due to the increasing global warming, and these
events are reported to increase in the future scenario as well. These events have
huge socioeconomic impacts and also affect the societal well-being. Along with the
increase in extreme events, the population around the globe is also rapidly increasing,
which eventually increases the exposure to the natural hazards. Under such scenario,
the disaster management sector optimally strategizes adaptation options to cope with
the increasing hazards. Vulnerability mapping is one of the important tools which
provide cartographic information on the regions/areas which are more vulnerable to
the hazards. Based on these maps, the regional planners and disaster manager may
define target intervention areas.

It should be noted that the comprehensive social vulnerability maps are developed
majorly in developed counties, such as the USA, European nations, and China. The
maps are even available for the economically backward nations such as Pakistan
and Bangladesh. However, such maps are not yet developed for India, even though
the natural hazards such as precipitation extremes and heat waves are significantly
increasing; moreover, there are evidences that the mortality due to these increasing
natural hazards is also significantly increasing. This motivated us to map social
vulnerability for India at a fine resolution, i.e., at tehsil level.

We use demographic data as obtained from Census of India for the decade 2011
and implement the method developed by Cutter and Finch (2008) to map the social
vulnerability for entire India. For this purpose, we have selected around 20 indicators
(both positive and negative) and applied PCA mainly to reduce the dimensionality
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Fig. 3 Spatial variability of the social vulnerability based on 2011 demographic data as obtained
from Census of India

and correlation between the indicators. The results show the vulnerability is more in
the states such as Uttar Pradesh, Karnataka, Maharashtra and lower in the states of
Andhra Pradesh and Telangana.

Though the present study successfully maps the social vulnerability for entire
India, these maps can be improved further by the inclusion of certain important indi-
cators such as migration, elder population, medical facilities available. In addition,
here we have just implemented the standardization method to obtain the vulnerabil-
ity; however, in the literature, there are more robust and complex methods which are
available in the literature, for example, data envelopment analysis (DEA) which can
be implemented, and the present maps can be scrutinized further. In addition, the
present study maps the social vulnerability for only one decade, i.e., for 2011. How-
ever, the demographic data is also available for the decade 2001. The analysis can
be further carried on to map the social vulnerability for these two decades and look
into the decadal change in the vulnerability. Finally, in future studies, the risk maps
can be generated, which is a combination of hazard and vulnerability components.
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Abstract An increase in global temperatures at rapid rate is attributed to greenhouse
gas emissions mainly from our energy system. This paper performs a comparison
and meta-analysis of low carbon scenarios based on integrated assessment models
to provide insights on India’s greenhouse gas mitigation potential. This review com-
pares the range of scenario formulation methods, analytical models, energy demand
estimation methods, baseline scenarios, mitigation drivers, and low carbon scenario
assumptions. A meta-analysis was conducted to provide insights on findings from
these scenarios by analyzing trends in energy mix, electricity production, and emis-
sions for 2050. The analysis of mitigation scenarios shows a clear decline in energy
and carbon intensity for year 2050. The studies use a range of policies and targets for
analyzing mitigation potential for India. This paper highlights trends in past stud-
ies where earlier studies have used parametric changes to create energy scenarios
while recent studies have also used structural changes and policy options. The policy
scenarios suggest a reduction in energy intensity by 70% with emission intensity
declining by more than 90% by 2050. The emissions in policy scenarios stabilize
in the range of 1300–2600 million tonne CO2 by 2050 averaged at 2118 million
tonnes. The policy scenarios also suggest a phaseout of coal and its substitution with
gas combined with carbon capture, nuclear, and solar. The study further discusses
emerging avenues for future research and implications for policy modeling in Indian
context.
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1 Energy and Emissions in Indian Context

Policymakers in Indian energy sector are informed frequently by scenarios of energy
models to make decisions for energy security and system decarbonization. These
energy system models differ in their scope, theoretical frameworks, scope and other
parameters. Understanding these factors and their effect on results is necessary to
enable comparison across scenarios andobtain insights for informedpolicy decisions.

With a population of 1295 million, India accounted for 17.8% of world’s popula-
tion in 2015 (IEA 2015). The country also accounted for 6.2% of global emissions
and 3.9% of energy consumption in 2014 which is poised to increase with its rapidly
growing population projected to reach 1.7 billion in 2050 (UN 2018). In spite of
low per capita energy consumption (0.65 toe/capita) and per capita emissions (1.58 t
CO2/capita) (IEA 2015), India forms an important part of Paris agreement due to its
large population and rapidly growing economy.

Within last decade, many modeling studies have been published on India’s green-
house gas (GHG) mitigation potential for medium- and long-term scenarios. Several
major forums (EnergyModelingForum, Intergovernmental Panel onClimateChange
Working group III, the United States Climate Change Science Program) along with
the previous literature have explored and compared energy scenarios and integrated
assessment models in global context. EnergyModeling Forum’s study (Luderer et al.
2013) of EMF 27 scenarios analyzed the role of renewable energy in mitigation of
climate change and found the significance of climate policies in deployment of renew-
able energy technologies. Asia Modeling Exercise (Calvin et al. 2012) involved a
comparison exercise of 23 energy-economy and integrated assessment models and
exploration of the role of Asia in mitigation of climate change.

However, very limited studies (CPR2015) have reviewed low carbon scenarios for
India. This review is structured in two parts. First, we compare and provide insights
on scenario formulation methods, models, energy demand estimation methods, base-
line scenarios, mitigation drivers, and low carbon scenario assumptions. Second, a
meta-analysis is conducted to provide insights on findings from these scenarios by
analyzing trends in energy mix, electricity production, and emissions for 2050.

This study is structured as follows. Section 2 explains the literature specific to low
carbon scenarios in Indian context. Section 3 presents comparison and meta-analysis
of low carbon scenarios. Section 4 assesses the implications for future low carbon
scenarios. Section 5 is the summary.
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2 Existing Low Carbon Scenarios

To conduct themeta-analysis, we collected data from selected studieswhich provided
results for medium- or long-term scenarios (i.e., 2030 or 2050) andmet the following
criteria: (i) a study based on detailed top-down, bottom-up, or hybrid model assess-
ment with interventions for mitigation, excluding those which have Indian compo-
nent as a part of global scenarios and (ii) a publication in peer-reviewed journal. We
filtered the studies published between 2006 and 2017.

As a result, we filtered nine studies in total from a set of 22 which are in the best of
our knowledge as summarized in Table 1. We assess the qualitative and quantitative
attributes of each study. Here the qualitative attributes include objectives, analytical
models, modeling framework, and assumptions. The quantitative attributes include
demand projections, carbon prices, energy and electricity mix, and emissions.

The study further also reveals gaps in the existing literature and highlights avenues
for future research which will be critical for Indian energy system transition. Here
meta-analysis of scenarios contributes to the scholarship by assessing how these dif-
ferences in policies and targets affect results and their implications for policymaking.

Comparisons of energy scenarios have been made in the previous literature to
assess the range of energy futures and their implications (Luderer et al. 2013; Calvin
et al. 2012). The motivation for recent low carbon scenarios for India varies and
includes climate changemitigation, energy security, and potential role of renewables.

Shukla (2006) created GHG and non-GHG scenarios for India using IPCC SRES
framework for energy sector without any climate policy intervention but with dif-
ferent endogenous emission drivers. Shukla et al. (2008) created low carbon society
scenarios by visualizing social, technological, and economic transition for a low car-
bon future. Parikh et al. (2009) took a top-down approach with an activity analysis
model (IntegratedEnergySystemModel) to find out extremes of feasible energy tech-
nology options. Massetti (2011) used a hybridWorld Induced Technological Change
Model (WITCH-IAM) to study the impacts of carbon taxes in order to reduce green-
house gas emissions. Shukla and Chaturvedi (2011) created a conventional and a
sustainability scenario to analyze the implications of carbon prices and technology
push policies in transforming energy system. Shukla and Chaturvedi (2012) used
Global Change Assessment Model (GCAM) to apply a targets approach for pushing
low carbon technologies like solar, nuclear, and wind in electricity sector from 2005
to 2095. Anandarajah andGambhir (2014) analyzed the role of renewables using The
IntegratedMARKAL-EFOMSystem (TIMES) integrated assessmentmodel inmeet-
ing India’s climate change mitigation targets with two scenarios, with and without
carbon capture and storage (CCS). Gambhir et al. (2014) explored potential bene-
fits of entering a 2 °C mitigation target for India by analyzing long-term mitigation
options using a TIMES integrated assessment model.Mittal et al. (2016) assessed the
implications of renewable energy deployment targets for India’s Intended Nation-
ally Determined Contributions (INDCs) and their associated GDP and welfare loss
using Asia-Pacific IntegratedModel (AIM) model under climate constrained scenar-
ios. Here the scenarios with very high renewable energy penetration may be highly
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Table 1 Studies selected for comparison of scenarios

Author(s) Timeline Model(s) Model assessment
method

Scenario
type

Scenarios

Shukla
(2006)

2000–2030 MARKAL+AIM+ERB
(Loulou et al. 1997;
Kainuma et al. 2002;
Edmonds and Reilly
1985)

Bottom-up
(national+ local),
GIS interface

Explorative 1 baseline
and 3 low
carbon
scenarios

Shukla et al.
(2008)

2000–2050 AIM-CGE+
ANSWER-MARKAL+
AIM-Snapshot+End Use
Demand Model+AIM
SDB (NIES 2006;
Hibino et al. 2003)

Top-down
recursive dynamic
(energy
environment
impacts),
bottom-up
(optimization),
end use demand
modeling

Explorative 1 reference
and 2 low
carbon
scenarios

Parikh et al.
(2009)

2000–2031/32 IESM Bottom-up,
optimization,
linear
programming

Explorative 1 base case
(coal based)
and 11 low
carbon
scenarios

Massetti
(2011)

2005–2050 WITCH-IAM (Bosetti
et al. 2006)

Top-down, hybrid,
optimization

Explorative 1 baseline
and 4 low
carbon
scenarios

Shukla and
Chaturvedi
(2011)

2005–2095 GCAM-IIM Top-down,
recursive dynamic,
partial equilibrium

Normative 1 reference
and 1 low
carbon
scenario

Shukla and
Chaturvedi
(2012)

2005–2095 GCAM-IIM (Edmonds
and Reilly 1983)

Top-down,
recursive dynamic,
partial equilibrium

Normative 2 baseline
and 2 carbon
price
scenarios

Gambhir
et al. (2014)

2010–2050 TIAM UCL (Loulou and
Labriet 2007)

Bottom-up, partial
equilibrium,
technology
explicit

Normative 1 reference,
3 low carbon
scenarios

Anandarajah
and Gambhir
(2014)

2005–2050 TIAM UCL Bottom-up, partial
equilibrium,
technology
explicit

Normative 1 reference,
2 low carbon
scenarios

Mittal et al.
(2016)

2005–2030 AIM/CGE Top-down
recursive dynamic
(energy
environment
impacts)

Normative 12 scenarios:
RE
deployment
(high, low,
and medium)
x emission
constraints
(none, high,
strong, weak)
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ambitious since they do not include system operations and complexity to match sup-
ply with demand at peak and nonpeak hours. This supply and demand balance may
require modifications in transmission grid, storage capacity, and operations which
are difficult to model. Yet the scenarios provide useful insights on future low carbon
transition pathways.

3 Results

3.1 Models

The analytical models used in conducting analyses vary in spatial resolution, solution
mechanisms, and degree of foresight which differ with their assumptions of future
growth. Models used in these studies have analytical structures framed so as to
represent real-world phenomena (like market behavior and resource endowments)
with mechanisms to impose restriction on use of resources as well as environmental
quality. Few models also have parameters which can be estimated to change over
time (e.g., technology learning). The choice for analytical model for analysis appears
to reflect the study purpose. Although these models possess analytical strengths for
analyzing measures for low carbon transition, they possess limitations due to their
reliance on mainstream economic theories and inability to account behavioral and
socioeconomic characteristics.

3.2 Energy Demand

We observe that assumptions of population, macroeconomic factors like economic
growth and energy consumption have varied in studies and developed with time.
These assumptions are critical in shaping future scenarios and supply-side factors
associated with them. The variation in assumptions can be attributed to data sources
and methodologies used for energy demand projection. Table 2 summarizes the
data and methods used where it is observed that variations in exogenously input
assumptions are legitimate and adopted from official sources or quantified from
justified methodologies.
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Table 2 Data and methods for energy demand estimation

S. No. Study Energy demand

1 Shukla (2006) The energy use drivers like GDP growth rate and
population are taken same as SRES scenarios

2 Shukla et al. (2008) GDP projections from historical data (Ministry
of Finance 2007). Logistic regression for
projecting sectoral demands using elasticity of
sectors and gross value added

3 Parikh et al. (2009) Commercial energy demand assumed by
estimating elasticity with respect to GDP using
log-linear regressions. Non-commercial energy
demand by projecting per capita expenditure and
GDP with expenditure classes

4 Massetti (2011) GDP, energy use, electricity use, emissions from
World Bank Indicators (World Bank 2018)

5 Shukla and Chaturvedi (2011) GDP growth from 2005 to 2095 assumed at
5.16% per annum. Energy intensity assumed in
line with the scenarios

6 Shukla and Chaturvedi (2012) Targets for electricity generation constructed for
model for short, medium, and long run in line
with policy announcements by govt.
[GOI documents (Planning Commission 2006),
and expert opinion]

7 Gambhir et al. (2014) Residential and commercial energy demand
projections till 2036 from TERI methodology
(TERI 2006) and extended further. Industrial
activity assumed to increase 20 fold by 2050 in
comparison to 2005 levels. Road transport
increases with economic growth. Passenger and
freight demand increase with an elasticity of 0.8
w.r.t GDP. Domestic and international travel
elasticity w.r.t GDP assumed as 0.9

8 Anandarajah and Gambhir (2014)

9 Mittal et al. (2016) Population and GDP growth till 2030 in line with
SSP2 SRES (O’Neill et al. 2013; Riahi et al.
2015)

3.3 Baseline and Low Carbon Scenarios

3.3.1 Baseline Scenarios

Energy demands are often exogenously determined, which combined with energy
mix changes determine total emissions. The studies present an increasing trend of
baseline emissions in baseline scenarios. A prime source of variation among assump-
tions is assumed growth rate of GDP per capita (which ranges between 9 and 4.5%
in scenarios (Parikh et al. 2009; Massetti 2011), while population projections are
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incorporated from UN median projections in six studies as shown in Table 3 (UN
2018).

The model projections also indicate increase in GDP and energy efficiency gains
over modeling period (which vary from 2030 to 2100). The carbon intensity of
energy systems is the function of energy efficiency gains and substitution effect of
coal fleet from other technologies. The studies use different metrics for setting up
the targets in atmospheric CO2 concentration trajectory, carbon budgets, or energy
targets as shown in summarized in Table 3. Most of the studies have relied on a
coal-dominated baseline scenario with no explicit carbon price with baseline CO2

concentration trajectory reaching 770–740 ppmv by 2100.

3.3.2 Low Carbon Scenarios

The relative amount of emission reduction from a baseline scenario is established by
the mitigation potential of a policy intervention. Five studies (Massetti 2011; Shukla
et al. 2008; Shukla and Chaturvedi 2012; Gambhir et al. 2014; Anandarajah and
Gambhir 2014) employ an explicit carbon price which drive mitigation by enabling
economic viability of low carbon technologies. Two studies (Shukla 2006; Gambhir
et al. 2014) also account for interlinkages of markets, commodities, and emission
credits. Many studies differ in technology database and mitigation options used for
analysis which have been summarized in Appendix. Shukla (2006) explored the
impact of factors like economic growth, population profile, energy resources, tech-
nological change, market integration, policies, and institutions on emission trajec-
tories. However, Shukla et al. (2008) take a co-benefits approach with carbon price
as key instrument enabling fuel switching and use of renewables, while change of
preferences and demand reduction drive mitigation in sustainability scenarios.

This inconsistency in technology options is attributed to model choices by studies
where bottom-up models have detailed representation of systems while top-down
models lack such detail. Such a variation in technology options also poses significant
changes in incremental costs for low carbon transition. In addition, the models have
less representation of non-CO2 gases and aerosols responsible for air quality.

Energy system optimization models like MARKAL and TIMES use a bottom-up
accounting approach and give optimistic estimates of the best performance of system
while ignoring market barriers. Top-down models consider production possibilities
frontier for technologies with representation of market behavior but lack in robust
technological detail. Thus, top-down models give pessimistic estimates on best per-
formance of performance of energy system. Models like TIMES, MARKAL, and
CGE have price-based analytical structure, i.e., they optimize technology selections
within a given number of constraints.
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Table 3 Baseline scenarios

S. No. Study Base year GDP growth and
population

Baseline scenario

1 Shukla (2006) 2000 7.5, 5.5, 6.5, 4.5%
assumed in scenarios
(Planning Commission
2002; UNPD 2003)

IA2: mixed economy
(ref scenario) (A:
centralization, 2:
fragmented markets)

2 Shukla et al. (2008) 2005 8.1% (2005–30), 5.9%
(2030–50), 7.1%
(2005–50) (UN 2018)

650 ppmv stabilization
(resource-intensive
path, BAU
improvements in energy
intensity and
renewables)

3 Parikh et al. (2009) 2000 Assumed 8 and 9% till
2031–32

S1: coal-based
development scenario

4 Massetti (2011) 2005 Assumed
6.9%(2005–20), 5.5%
(2020–35), 4.3%
(2035–50)

No policy intervention.
BAU energy efficiency
gains. Emissions
increase from 1.41 GT
CO2 in 2005 to 5.15 GT
CO2 by 2050

5 Shukla and Chaturvedi
(2011)

2005 7.62% (2005–2035),
5.2% (2035–65), 2.71%
(2065–95), Overall
5.16% (2005–95) (UN
2018)

BAU (baseline scenario
with no mitigation
interventions)
740 ppmv CO2
stabilization by 2095

6 Shukla and Chaturvedi
(2012)

2005 7.73% (2005–35),
5.22% (2035–65),
2.71% (2065–95)
overall 5.2% (2005–95)
(Planning Commission
2006; UN 2018)

BAU (baseline scenario
without carbon price or
electricity targets)
770 ppmv CO2
stabilization by 2095

BAU-T (baseline
scenario without carbon
price but exogenously
specified electricity
targets) 770 ppmv CO2
stabilization by 2095

7 Gambhir et al. (2014) 2005 Assumed 7.7% till
2030. 5% from 2030 to
2050. (UN 2018)

No emission constraint.
Emissions increase to 8
GT CO2 by 2050

8 Anandarajah and
Gambhir (2014)

2005 Assumed 7.7% till 2030
and 5% till 2050 (UN
2018)

No emission constraint.
Emissions increase to 8
GT CO2 by 2050

9 Mittal et al. (2016) 2005 Assumed 6.33% growth
till 2030

No emission cap
scenarios with high,
medium, and low RE
deployment (Riahi et al.
2015; O’Neill et al.
2013)
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A comparison of all scenarios presented in Tables 1 and 4 shows amethodological
shift with timewhere earlier studies focus on explorative scenarios while recent stud-
ies focus on normative scenarios. Here, the explorative scenarios refer to those which
focus on the implications of certain strategies on future outcomes (emissions/energy
mix). The normative scenarios answer how an energy system can be transformed
to attain an emission target by policy or structural interventions. Since scenarios
are developed using energy models which are quantitative in nature, almost all the
studies have created scenarios using changes in parameters or outcomes. However,
parametric uncertainties for scenario formulation become a limited choice since it
does not allow structural changes (for instance scenarios like no CCS, no nuclear).
The prior studies have relied more on parametric changes to create baselines and
policy scenarios while recent studies have focused more on structural changes in
energy system (refer Table 1).

All the above scenarios assume stable economic growth and oil prices; however,
none of the scenarios has captured uncertainty in oil prices. The development of
CCS and uncertainties around its commercial viability has led the recent studies to
create with and without CCS scenarios. Parallels in this regard can also be drawn
with countries having considered no nuclear scenarios.

3.4 Trends in Energy and Electricity Mix

3.4.1 Energy Mix

The fossil fuel demand in reference scenarios rises through 2030 with a coal-
dominated energy mix and increasing oil and gas demand. It is also observed that
coal-based energy will slow down or decline after 2030 in most low carbon scenar-
ios, with oil and gas demand rising till 2050. There is wide divergence in studies for
coal as part of energy mix as illustrated in Fig. 1 where coal in reference scenarios
increases by a multiplier of about six to four as compared to 2010 levels [six in case
of Gambhir et al. (2014) and four in case of Shukla et al. (2008)]. Coal in energy
mix varies by a factor of 0.2–2 times the 2010 levels in low carbon scenarios [0.2 for
Anandarajah and Gambhir (2014); 2 for Shukla et al. (2008)].

There is wide divergence seen in oil and gas with a factor of 1.6–4.1 times 2010
levels in oil (Shukla et al. 2008; Gambhir et al. 2014). All scenarios suggest a future
with increasing gas dominance with a factor of 3.7 between maximum and mini-
mum projections for gas in 2050. The studies involving macroeconomic soft-linked
modeling frameworks ride on broad assumptions for sectors to achieve cumulative
mitigation.
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Table 4 LCS assumptions in studies

S. No. Study Emission target Scenario

1 Shukla (2006) Evaluated as deviation
from 550 ppmv trajectory

IA1: globalization and high
growth (A: centralization,
1: high market integration)

IA2: mixed economy (ref
scenario) (A:
centralization, 2:
fragmented markets)

IB1: sustainable
development (B:
decentralization, 1: high
market integration)

IB2: self-reliance (B:
decentralization, 2:
fragmented markets)

2 Shukla et al. (2008) 550 ppmv (480 ppmv for
CO2 +70 ppmv for
non-CO2)

Carbon tax scenario with
greater reductions in
energy intensity and
increase in commercial
renewable energy

550 ppmv Sustainability scenario:
sustainability rationale in
line with IPCC SRES B1
global scenario. Economic
growth decoupled from
resource-intensive
conventional path. High
regional cooperation and
energy and electricity trade

3 Parikh et al. (2009) No targets S2: maximize nuclear

S3: full hydro potential

S4: maximize nuclear and
hydro

S5: natural gas induction

S6: demand-side
management

S7: higher efficiency coal
plant scenario

S8: DSM and
high-efficiency coal plants

S9: higher railways freight
share
S10: higher vehicle
frequency

S11: accelerated
renewables

(continued)
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Table 4 (continued)

S. No. Study Emission target Scenario

4 Massetti (2011) No emission targets for
three scenarios. 535 ppm
pathway for CT4

CT1: carbon tax of $10/ton

CT2: carbon tax of $30/ton

CT3: carbon tax of $50/ton

CT4: carbon tax in line
with 535 ppm trajectory

5 Shukla and Chaturvedi
(2011)

370 ppmv stabilization
trajectory by 2095

Conventional stabilization:
carbon price scenario

Renewable push
stabilization: govt. policies
focused toward reducing
life cycle costs of wind and
solar

6 Shukla and Chaturvedi
(2012)

384 ppmv stabilization
trajectory for carbon price
by 2095

CP-noT (carbon price with
no electricity targets)

CP-T (carbon Price with
electricity targets)

7 Gambhir et al. (2014) 1.3 T CO2 per person per
year by 2050

LC1: emission constraint
for 2050. 1.3 T
CO2/person/yr for 2 °C
pathway

1.3 T CO2 per person per
year by 2050

LC2: emissions trading.
Results in 1.7 GT CO2 by
2050

8 Anandarajah and Gambhir
(2014)

LC1: 2.4 GT CO2
(2020–2050)

LC1: Emission constraint
from 2020–2050

LC2: 2.4 GT CO2 (2050) LC2: 2.4 GT CO2
stabilization by 2050

9 Mittal et al. (2016) Based on strength of
emission cap and RE
deployment target

9 Scenarios: emission cap
(strong, medium, weak) x
RE target (high, medium,
low)

3.4.2 Electricity Mix

Indian electricity supply accounted for 65.4% of national emissions in 2007 (MOEF
2007). The scenarios predict higher electricity supply over coming decades with a
likely higher role of gas, nuclear, and renewables. There is an observable trend that
electricity supply will increase through 2030 and 2050. Even in reference scenarios,
electricity consumption is projected to be in ranges of nearly 6–8 times the 2010
levels for year 2050. The reference scenarios also depict an absolute increase in coal
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Fig. 1 Comparative trends in energy and electricity mix

use ranging from 42 to 84% (Shukla and Chaturvedi 2012; Gambhir et al. 2014) of
total electricitymix in 2050 as compared to 67% in 2010 (IEA2018). This divergence
in baseline scenarios is attributed to assumptions of coal fleet and renewable energy
utilization with least action.

Coal thermal capacity in the policy scenarios is assumed to be phased out and
substituted with gas CCS, nuclear, and solar energy. The studies project additional
797–2214 TWh generation from nuclear power in policy scenarios [Gambhir et al.
(2014)—Trade low GDP, Shukla et al. (2008)—CP no target] over 2010 levels of
0.123 EJwhich offers a very big contrast from past trends.Most low carbon scenarios
predict a very large role of solar energy in the range of 8–49% [Shukla andChaturvedi
(2012)—BAUwith targets, Anandarajah andGambhir (2014)—LC2]which is in line
with current government policies and India’s proposed INDCs for Paris agreement.
The share of renewable energy in electricity generation varies from 8 to 33% among
the baseline scenarios, whereas the share varies from 38 to 66% in policy scenarios.
The scenarios with the highest renewable penetration assume a future without carbon
capture and storage with a higher viability of solar and wind energy [Anandarajah
and Gambhir (2014)—LC2]. The majority of policy scenarios are clustered around
30–50% electricity share from renewables. These policy scenarios provide a very
divergent picture due to differences in policy assumptions, coal fleet retirement,
technology dissemination, and emission targets.

3.5 Trends in Emissions and Costs of Mitigation

3.5.1 Trends in Emissions

The findings from all studies show a clear divergence in energy use and emissions
between baseline and low carbon scenarios. The baseline scenarios across studies
project emissions to reach 6.6–8 GT CO2 by 2050 (Shukla et al. 2008; Gambhir et al.
2014; Anandarajah and Gambhir 2014).
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Fig. 2 Trends in emissions in baseline and policy scenarios, energy intensity and carbon intensity
(AG-B: Anandarajah and Gambhir-BAU; G-ref: Gambhir et al.-reference scenario; SDM-B: Shukla
et al.-BAU; AG-LC1: Anandarajah and Gambhir-LC1; AG-LC2: Anandarajah and Gambhir-LC2;
G-NO TRADE: Gambhir et al.-no trade; G-TRADE: Gambhir et al.-trade; SDM-CT: Shukla et al.-
carbon tax; SDM-SS: Shukla et al.-Sustainability Scenario; AVG-averaged trend of all scenarios)

Figure 2 illustrates the baseline and low carbon scenarios with likely bounds for
future carbon emissions. Together the policy scenarios represent upper and lower
ranges for 2050 energy and emissions. The baseline scenarios are framed with
assumptions containing high GDP growth rates (7–8% till 2030 and 5% from 2030
to 2050) and increasing share of coal in primary energy. Baseline scenarios project
emissions in 2050 with a multiplier of 4.7–3.5 times 2010 levels (Massetti 2011;
Anandarajah and Gambhir 2014). In contrast, policy scenarios project emissions in
the range of 1.5–0.8. The policy scenarios target 2300–2550 MT CO2 stabilization
range by 2050 (Fig. 2).

The lowest emission scenario for 2050, i.e., carbon tax scenario from Shukla
et al. (2008) mitigates about 62.6 BT CO2 from baseline scenario where majority of
mitigation takes place in power sector. This scenario assumes more than 90% decline
in carbon intensity and nearly 70% decline in energy intensity in comparison to 2010
levels.

The decoupling of energy and emissions takes place only after 2030 due to the
presence of a large existing stock of fossil energy-based infrastructure and large
investments promised for the same in near future. This lock-in effect will be the
reason for lags before impacts of carbon prices materialize. This is also the prime
reason why emission peak does not occur before 2030 in low carbon scenarios.

The energy intensity declines from an average 12.1 toe/Million INR in 2010 to
3.6 toe/Million INR in 2050 as shown Fig. 2. The trends in carbon intensities show
a decline of more than 90% below 2010 levels (Anandarajah and Gambhir 2014;
Gambhir et al. 2014; Shukla et al. 2008). However, there are wide ranges in energy
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intensity starting points due to differences in base years and intrinsic assumptions
in models. Anandarajah and Gambhir (2014) project a carbon intensity reduction
of more than 85% below 2005 levels in their low carbon scenarios as compared to
nearly 63% in their baseline scenario.

Figure 2 further shows a higher divergence in energy intensity of the scenarios
as compared to carbon intensities. This divergence in energy and carbon intensity
arises since energy intensity reductions are driven by energy efficiency measures and
changing economic structure while carbon intensity is driven by energy intensity as
well as energy mix changes.

The total emissionswill increasewith respect to absolute emissions even in the best
case scenarios. This is evident in India’s past targets where India in its official target
to UNFCCC pledged a cut of 20–25% emissions intensity by 2020 from 2005 levels.
India’s Intended Nationally Determined Contributions at Paris agreement target a
33–35% reduction in emission intensity of GDP by 2030 with respect to 2005 levels.
With nearly 20 GW of solar PV capacity by Jan 2018, a target of 100 GW for INDC
will be a challenge, but a bigger challengewill be providing the storage and flexibility
provisions along with effective demand forecasting to ease integration of high wind
and solar in the grid. Even with renewable energy capacity addition, the fossil-based
energy is likely to stay high by 2030. GDP in most of these studies has been assumed
with India’s current growth potential and hence ignore macroeconomic impacts of
carbon taxes.

3.5.2 Costs of Mitigation

An assessment of mitigation cost is vital for informing policy decisions but not all
studies focus on cost. Intermodal comparisonofmitigation costs is difficult to perform
due to differences in underlying assumptions for technologies. The studies provide
mixed details of costs of mitigation. Gambhir et al. (2014) find that welfare and
GDP cost of mitigation can be minimized by selling carbon credits in international
markets. Further, it is also found that deployment of CCS lowers the incremental
costs to energy system in comparison with no CCS scenario with overall cost of
meeting Copenhagen targets at US$1.123–1.162 trillion (2005) (Anandarajah and
Gambhir 2014). Stabilizing at 50% emissions above 2005 baseline for India would
require 1% of GDP for low carbon transition, and any carbon tax beyond that level
can pose adverse economic impacts for India (Massetti 2011). The costs ofmitigation
are comparatively lower if developmental pathways are aligned with climate policy
(Shukla 2006; Shukla et al. 2008). While some of these studies address mitigation
costs to some extent, it is also important to address sectoral investments required
for prioritization of mitigation technologies. Past studies as summarized in Table 4
use carbon tax as key instrument for policy scenarios; however, IEA (2015) notes
that capital grants, tax breaks, subsidies, and performance standards have been more
successful forms of intervention. While these models perform least cost analysis for
technology selection in the presence of climate constraints, in reality the decisions
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by policymakers are also influenced by co-benefits like traffic congestion, energy
security, air quality.

4 Implications for Future Policy Modeling in Indian
Context

Although the studies analyze cost-effectiveness of carbon tax for renewables, poten-
tial environmental effectiveness of carbon tax and co-benefits of mitigation, none of
them focuses specifically on current policy regimes under implementation. There is
little emphasis on challenges and costs involved in energy system transformation by
addition of alternate energy technologies like wind, solar and bioenergy. Many low
carbon scenarios discussed in past studies envision large-scale variable renewable
energy deployment for emission reductions which has implications on stability of
electricity grid. In order to establish stability and reliability of power supply while
adding renewable energy, the operational systems need to be integrated with large-
scale storage and alternative power for rapid ramp-up during evening peak demand
hours. The current Indian electricity grid is not capable of handling two-way varia-
tions in electricity flow to handle variable renewable energy. Thus, the incremental
costs incurred in developing key infrastructure like smart grid and storage capacity
need to be analyzed in future studies. It will be more practical to create regional and
subregional disaggregated energy scenarios to obtain a more comprehensive picture
for low carbon transition of the grid.

Carbon capture and storage is a technology which can contribute significantly
toward mitigation of GHG emissions by 2050. However, its commercial availabil-
ity in India depends on its successful implementation in developed countries. The
implementation of CCS will incur a huge pressure on the country’s water resources
since its water footprint is much larger than conventional technologies. While carbon
tax and cap and trade form effective policy instruments for generating price signals,
the carbon revenues can be used for subsidizing green energy or as general funds
for reducing budget deficits. Most of studies in past do not account for recycling of
carbon revenue for subsidizing green spending. It would be interesting to analyze
future policy scenarios with revenue recyclingmechanisms for large-scale renewable
energy integration.

5 Summary and Discussion

The review reveals some common trends and variations in total emissions, energy,
and electricity mix. The baseline scenarios among studies are constructed with no or
minimal policy actions and predict an increase in total emissions ranging from 5.13 to
8GTCO2 by 2050. The total emissions in policy scenarios target a stabilization range



192 P. Kumar et al.

of 1300–2600 million tonne CO2 averaged at 2118 million tonne CO2 in 2050. The
mitigation scenarios consider normative policy assumptions like emissions trading,
carbon pricing, with and without CCS cases, and societal action. The associated
carbon and energy intensity decline in all baseline and policy scenarios. The carbon
intensity of GDP declines by about 90% while energy intensity of GDP declines by
about 70% from 2010 to 2050 in policy scenarios. This divergence is attributed to the
fact that energy intensity reductions are driven by energy efficiency measures and
changing economic structure while carbon intensity reduction is driven by energy
intensity reduction as well as energy mix changes. The use of coal in energy mix of
baseline scenarios increases by a multiplier of six to four times by 2050 as compared
to 2010 levels while in policy scenarios, it varies by a factor of 0.2–2. Almost all
scenarios favor gas in energy mix ranging from 3.7 to 13.8 times the 2010 levels by
2050. The reference scenarios depict an increased role of coal ranging up to 84% of
electricity generation by 2050. On the contrary, policy scenarios assume a phaseout
of coal and its substitution with gas CCS, nuclear, and solar which play a dominant
role in decarbonizing energy system.

We observe amethodological shift in studies with timewhere earlier studies focus
on exploratory scenarios while recent studies focus on normative scenarios. It is also
observed that earlier studies have used parametric changes to create scenarios while
recent studies focus more on structural changes and policy options for energy sys-
tem. Among the policy options, carbon price across models have been used as a
prevalent price signal for low carbon scenarios instead of capital grants, subsidies,
and tax breaks which have been more successful in past. There are other few com-
mon trends across studies, for example, a number of studies have some dominant
technologies for India (wind, solar, nuclear) while there are some whose deployment
is doubtful due to commercial viability (CCS) or energy security issues (gas). Some
studies have performed hybrid analyses with soft-linked approaches to account for
a comparatively larger set of variables.

With varying cost assumptions in energy-economymodels, it is difficult to perform
an accurate intermodal comparison of incremental costs involved in policy scenarios.
It is also observed that very high carbon prices in Indian context in order to achieve
rapid decarbonization involve large costs and are infeasible. However, decreasing
fuel consumption, credits selling, and co-benefits with renewables like improved
air quality and energy security can provide government economic benefits while
relieving them from budgetary constraints.

India’s INDC at Paris agreement targets a 33–35% decline in emission intensity
of GDP by 2030, but it does not detail out the sectoral plans and gases covered.
Achieving the current targets under INDCs would require high investments in solar,
wind, and nuclear capacity which will have implications on load balancing and grid
stability. Effective grid integration of large-scale renewables will require flexibil-
ity in coal-fired power plants, maintaining storage capacity, robust wind and solar
predictions along with ancillary services from the grid.
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Appendix A: Catalogue of Studies with Low Carbon
Scenarios for India

Sr. no. Studies Scenario years

1 Shukla (2006) 2000–2100

2 Shukla et al. (2008) 2005–2050

3 Parikh et al. (2009) 2006–2031

4 Massetti (2011) 2005–2050

5 Shukla and Chaturvedi (2011) 2005–2095

6 Shukla and Chaturvedi (2012) 2005–2095

7 Gambhir et al. (2014) 2010–2050

8 Anandarajah and Gambhir (2014) 2005–2050

9 Mittal et al. (2016) 2010–2030

10 TERI (2006) 2001–2031

11 Shukla et al. (2010)a 2005–2050

12 Johansson et al. (2014) 2010–2050

13 Lucas et al. (2013) 2010–2050

14 Van Sluisveld et al. (2013) 2000–2100

15 Shukla et al. (2017) 2016–2030

16 Calvin et al. (2012) 2005–2050

17 Planning Commission (2014) 2007–2030

18 NCAER (2009) 2003/04–2030/31

19 TERI (2013) 2001–2051

20 Shukla et al. (2015) 2005–2050

21 CSTEP (2015) 2012–2030

22 World Bank (2011) 2007–2031

aThe study was not included due to limitations in access
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Appendix B: Mitigation Drivers (Measures Deployed Are
Marked with x)

S. No. Study Energy mix
changes

Energy
efficiency
measures

CCS Demand-side
factors

Credits
trading

1 Shukla (2006) x x x x x

2 Parikh et al.
(2009)

x x

3 Massetti (2011) x x

4 Shukla et al.
(2008)

x x x x

5 Shukla and
Chaturvedi (2012)

x x

6 Shukla and
Chaturvedi (2011)

x x x x

7 Gambhir et al.
(2014)

x x x x x

8 Anandarajah and
Gambhir (2014)

x x x

9 Mittal et al. (2016) x x x x
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Greenhouse Gas Emissions in India’s
Road Transport Sector
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Abstract India is one of the fastest growing major economies of the world. The
transport sector of India is the third most GHG (Greenhouse gas) emitting sector,
where the major contribution comes from the road transport sector. The chapter
examines the trend of CO2 emission from transport sector (1970–2012) and trend of
annual vehicle registration in India (2001–2012). The chapter also gives an account
of the travel characteristics of India and explains the fleet models applied to obtain
the age and technology distribution of vehicles on the road. Different methodologies
adopted for GHG estimation can be explained via two independent approaches based
on two sets of data such as fuel sold and vehicle kilometers traveled. The study
analyzed the Tier 1, Tier 2, and Tier 3methods for GHG emission estimation given by
IPCCand segregates the studies doneon India basedon these approaches.Uncertainty
in CO2 emission from different studies for Indian transport sector was high initially,
but it has reduced in recent studies due to refinement in the input parameters, emission
factors, and associated methodologies. The study addresses the gap in the estimation
study and discusses the policies in India for reducing emissions from transport sector
such as auto-fuel policy, shifting to four-stroke vehicles from two-stroke vehicles,
policies for alternative fuels like CNG and biofuels, and incentives provided for the
diffusion of electric vehicles in India.
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1 Greenhouse Gas Emissions

1.1 Introduction

Greenhouse gases (GHGs) are responsible for causing global warming on earth.
These gases trap the heat in the atmosphere and increase the temperature of the
earth. Anthropogenic activities such as deforestation, fossil fuel consumption, and
atmospheric emissions majorly from industries and transport sectors have led to
greenhouse gas emissions. According to Intergovernmental Panel onClimateChange
(IPCC) Fifth Assessment Report which was published in 2014, human involvement
is evident in increasingGHGemissions. Suitablemitigation and adaptation strategies
must be adopted to curtail the threat of climate change (Jeyalakshmi et al. 2015).

Greenhouse gases which are responsible for global warming consist of car-
bon dioxide (CO2), nitrous oxide (N2O), methane (CH4), hydrofluorocarbons
(HFCs), sulfur hexafluoride (SF6), and perfluorocarbons (PFCs). Here, CO2 emis-
sion accounts for the major GHG emissions from transport sector which is around
95%. Methane (CH4) and nitrous oxides (N2O) consist of 1%, and the leakage from
air-conditioning systems of hydrofluorocarbons (HFCs) accounts for the rest of the
3% of GHG emissions. Ozone, aerosol, and carbonmonoxide (CO) are also transport
sector emissions (Atabani et al. 2011).

Fossil fuel CO2 emission from the Indian transport sector have increased by
approximately 5 times from 50 Mt in 1970 to 242 Mt in 2012 (derived from World
Bank Indicator data). Whereas, CH4 and N2O emissions have increased by about
45%, and fluorinated gases have increased from 0.4% in 1970 to 2% in 2010. In
Asia, China and India are the major economies responsible for the increase in GHG
emissions (Nejat et al. 2015). Globally transport sector is responsible for 24% of total
CO2 emissions from fuel combustion in 2015 (which is second most CO2 emitting
sector after electricity and heat, i.e., 42%) (IEA 2017). The current study focuses on
GHG emission from the transport sector of India and examines the growth trend of
vehicle population on road. The study analyzes the transport (travel) characteristics
of India and focuses on the methodologies adopted for the CO2 emission estima-
tion and the variation in input variables resulting in the uncertainty in CO2 emission
from the transport sector. In the end, the study highlight the policies adopted by the
government for emission reduction and the gaps needed to be addressed for robust
analysis of GHG emission.
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1.2 Greenhouse Gas Emissions from the Transport Sector of
India

In India along with economic growth, the urban areas have also increased. This has
led to increase in transport infrastructure and transport vehicles. This portion of the
chapter will focus on trend analyis of vehicular population on road, which is one of
the leading causes of anthropogenic CO2 emission from the Indian transport sector.

Over the years, the growth rate of CO2 emission from the overall transport sector
of India has increased exponentially as shown in Fig. 1. The growth rate of CO2

emission from transport sector was not linear from the time period 1970 to 2012.
The graph is plotted for the different time periods with different growth rates for
a log of CO2 emission from the transport sector. The data for the growth analysis
are obtained for the duration of 1970 to 2012 from World Development Indicators
reported by the World Bank. The growth rate of CO2 emission from the time period
1970 to 1980 was 2.7%, from 1980 to 1990 was 2%, from 1990 to 2000 was 4%,
and from 2000 to 2012 was 6.9%. Various reforms for reduction in emissions from
transport sector were introduced which should have reduced emission with time such
as introduction of four-stroke engine vehicles in mid-1990s, adoption of emission
norms like auto-fuel policy like Bharat Stages I, II, and III (which are similar to Euro-
pean emission norms) in India, and introduction of fuels like compressed natural gas
(CNG) and liquefied petroleum gas (LPG) in vehicles during the period 2000–2012.
But with an increase in private motor vehicles on road, along with an increase in the
distances traveled and deterioration of public transport (Ramachandra et al. 2015),
the emission has increased with respect to previous decades from urban road trans-
port. The major fuels in these motor vehicles are petrol and diesel, and even though
stringent emission norms were introduced in India, lack of their implementation and
missing infrastructure has lead to uncontrolled emission from the transport sector.

Emission of greenhouse gases likemethane (CH4) and nitrous oxide (N2O) is very
less from road transport sector of India. Methane emission has increased by fourfold
from 1980 to 2000 (from 2.9 to 11.6 kt), but its growth rate has dropped from
8% during 1980–1990 to 6% during 1990–2000. Similarly, for N2O, road transport
contribution in its emission is negligible, but their amount has doubled from 1980
to 2000 (from 0.23 to 0.9 kt). The growth rate during the period 1980–1990 was 8%
and during the period 1990–2000 was 6%. Emission reduction in both the gases has
been attributed to the introduction of four-stroke engine vehicles in two-wheelers
and three-wheelers in the market in the mid-1990s (Singh et al. 2008).

Assume the vehicles registered are the vehicles used on road and are responsible
for the increase in emissions. Figure 2 shows the trend in vehicle registered data for
two-wheelers, cars, jeeps, taxis (all three considered as four-wheelers), buses, and
goods vehicles. Here, the registered vehicle population data for the years 2001–2012
are taken from MORTH (2015), and growth trend for two-wheelers, four-wheelers,
buses, and goods vehicles is shown.

The graphs examine the growth in annual vehicle registration for motor vehicles
in India. The trend analysis shows the exponential growth in vehicles over the years.
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Fig. 1 Growth trend of log of CO2 emission from transport sector of India for different time period

Fig. 2 Growth Trend in annual vehicle registration in India for two-wheelers, four-wheelers, buses,
and goods vehicles

For the time period 2001–2012, the growth rates for two-wheelers, four-wheelers,
buses, and goods vehicles are 10.5, 10.2, 6.7, and 9.1%, respectively. The registered
vehicles are subjected to fleet model which separates the vehicles of different tech-
nology based on their age and hence takes care of the phasing out or old vehicles
which are no longer on road. The methods applied in the Indian context are Weibull
distribution (Baidya andBorken-Kleefeld 2009) and logistic distribution (Pandey and
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Venkataraman 2014) to study age distribution of vehicles on road. Understanding the
fleet model using logistic function approach, the model required time series vehicle
registration data, vehicle sales data, and age distribution of vehicles at a particular
year (reference year) to estimate the survival function parameters.

Vc,a(t) � Vc,0(t − a) × Sufc,a (1)

Su(a) � 1

1 + e[∝(1 a
L50 )]

(2)

Here, in Eq. 1, Vc,a (t) is the population of the vehicle in year t, having category
c and age a. Vc,0 (t − a) is the new vehicle registered in the year t − a, and Sufc,a is
the survival fraction applied to the vehicles present in the given category of a vehicle
having aged a. In Eq. 2, survival fraction is the ratio of survival rate Su for vehicles
of age a to the vehicles of age 0. Here, α is the shape factor which indicates the
start of significant retirement for the vehicles of given category. And L50 represents
the age by which half of the vehicles of the particular age have retired. The values
for α and L50 are as follows—α for two-wheelers, three-wheelers (auto rickshaws),
four-wheelers, buses, and goods vehicles are −2.9, −2.9, −5.2, −4.5, and −4.5,
respectively. Whereas, L50 for two-wheelers, three-wheelers (auto rickshaws), four-
wheelers, buses, and goods vehicles are 10.1, 10.1, 19.8, 13, and 13 years respectively
(Pandey and Venkataraman 2014).

With the increase in vehicle population, energy consumption by vehicles has
also increased. From the overall transport sector in India (road, water, air, and rail),
approximately 73% of GHG emissions come from road transport sector in 2011
(Gupta and Singh 2016).

1.3 Travel and Energy Demand for Transport Sector of India

In India, urban road passenger transport consists of road passenger and road freight
transport travel demand. Road passenger transport is made up of passenger-carrying
vehicles such as motorcycle, scooters, cars, and buses, whereas road freight trans-
port demand consists of trucks and heavy diesel vehicles which carry only goods.
Similarly, rail transport also consists of passenger and freight travel demand. The
growth rate of road passenger transport demand (which is passenger kilometers trav-
eled) is 11% from 1831.6 billion passenger kilometers in 2000 to 6351.2 billion
passenger kilometers in 2012. For road freight transport demand, the growth rate is
8% from 467 billion tonnes kilometer in 2000 to 1212.4 billion tonnes kilometers
in 2012. Similarly, for rail passenger kilometers, the growth rate is 8% from 430.7
billion passenger kilometers in 2000 to 1046.5 billion passenger kilometers in 2012,
whereas for rail freight transport demand, the growth rate is 7% starting from 305.2
billion tonnes kilometers in 2000 to 667.6 billion tonnes kilometers in 2012 (MORTH
2015). Figure 3 shows the travel demand share for the year 2012 for India. It can be
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Fig. 3 Share of road and rail transport demand in India for the year 2012

seen that passenger road transport demand (on-road vehicles like two-wheelers, cars,
three-wheelers, and buses) dominates the travel demand in India, followed by road
freight transport demand (goods carrying vehicles like trucks) which is followed by
rail passenger and freight transport demand. Here, travel demand in terms of billion
kilometres travelled is indicated by ‘movement’ of each mode type.

Diesel and petrol are the major transportation fuel for Indian vehicles such as
cars, buses, trucks and two-wheelers, and in small percentages, CNG is also used in
auto rickshaws, taxis, and buses. The transport sector in India accounts for 70% of
diesel consumption (both direct and retail sales) at all India level. Diesel is used in
both transport and non-transport sector. Light commercial vehicles (LCHs), heavy
commercial vehicles (HCVs), and buses account for about 38%; whereas cars and
utility vehicles (UVs) are responsible for about 22% of diesel sales in India. The
growth rate of diesel consumption for Indian transport sector is 7% from 1970–71
to 2012–13. For petrol, two-wheelers are reported to have maximum consumption
at 61.42% for the duration of 1970–71 to 2012–13. This could be mainly because of
growing middle-class income group in the country. Cars in India running on petrol
are reported to be around 34%, which is lower than diesel cars. This could be due to
the price difference between diesel and petrol, and consumers perceive diesel cars
to be economically optimal. Two-wheelers and cars together account for 95% of the
total consumption of petrol. The growth rate of petrol consumption in India is 5.7%
since 1970–71 to 2012–13 (MOP&NG 2013).

This increase in fuel (petrol and diesel) consumption is responsible for the increase
in energy consumption. The concentration of air pollutants and GHG gases emitted
from the exhaust of vehicle has increased with increase in vehicle population (Pucher
et al. 2005). These air pollutants have an adverse impact on the health of the people.
Hence, one can say that urban transportation has also degraded the health of the people
along with causing global warming. The ever-increasing demand for conventional



Greenhouse Gas Emissions in India’s Road Transport Sector 203

fuel (petrol and diesel) has led to research in alternate technology/fuels which can
diffuse in the market and replace the petroleum fuels.

Climate change mitigation strategies are actions which limit the rate of long-
term climate change. For the transport sector, various policies have been enacted
and suggested as mitigation strategies such as auto-fuel policy in India, blending of
biofuel in petrol and diesel, phasing out of old and polluting vehicles, diffusion of
electric vehicles, and increasing number of buses or improving the public transport
sector are few policies or initiatives to mention. In order to see the impact of policies
or strategies on transport emission, one need to first calculate the GHG emissions or
build an emission inventory for a reference year for a city/country and then calculate
the impact of each strategy in terms of emission reduction from the reference year
value. The estimation of emission is done by either fuel consumption approach or
activity data approach. Themethodology adopted is either top-down or bottom-down
at the city or country level.

2 Approach Toward Estimating GHG Emissions from
Transport Sector

2.1 Emission Estimation Methodology

The GHG emission inventory at the country level for road transport sector consist of
methodologies suggested by IPCC (1996). Figure 4 shows the top-down approach
and bottom-up approach together for GHG emission estimation from the transport
sector. The Tier 1 approach calculates CO2 emissions by multiplying estimated fuel
sold with a default CO2 emission factor.

The Tier 2 approach is similar to Tier 1 approach, except that country-specific
carbon contents of the fuel sold in road transport are used. CH4 and N2O emissions
are significantly affected by the distribution of emission controls in the fleet. The
Tier 3 approach requires detailed, country-specific data to generate activity-based
emission factors for vehicle subcategories and may involve national models. Several
studies are available for India where Tier 3 approach is used for emission estimation.

In Fig. 4, the input values are represented by dashed arrows and output values are
represented by solid arrows. The bottom-up approach consists of information related
to vehicle numbers, age distribution of vehicles on the road, fuel used in vehicles,
technology subdivision in vehicles, vehicle activity data, fuel efficiency, and emission
factors for each vehicle type. The activity data consist of per capita trip rate, vehicle
population, average trip length, and relative modal share data for developing travel
demand. The occupancy factor is the load capacity of each vehicle type and gives
the per capita emission. As mentioned earlier, the fleet model is applied to get the
age distribution of vehicles on road applying either logistic distribution or Weibull
distribution. In the bottom-up approach, fuel consumption is calculated by data of
vehicle population (obtained after applying fleet model) of different vehicle types,
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fuel share in vehicles, average vehicle kilometer traveled, fuel efficiency of vehicles,
and fuel density, whereas in the top-down approach directly fuel consumed data at the
aggregate level is used. After obtaining the fuel consumption value, it is multiplied
by the emission factor to estimate the GHG emissions. The bottom-up approach is
robust and estimates emission at the vehicle/mode level running on different fuel
type.

The emission factors applied are either default IPCC emission coefficients or
developed at a country level for different vehicle types. Emission of each greenhouse
gas is calculated by multiplying fuel consumption (obtained either by bottom-up or
top-down approaches) to their respective emission factor. The final outcome varies
in the studies depending on the values of input factors and assumptions.

2.2 Emission Estimation Studies Done for Indian Transport
Sector

Several studies have been done on India to estimate CO2 emission from the road
transport sector. The study done by Baidya and Borken-Kleefeld (2009) has grouped
the studies on the basis of emission estimationmethod. Thesemethods are as follows:

Fig. 4 Bottom-up and top-down approaches for emission estimation
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(a) Fuel consumption and total road,
(b) Fuel consumption and vehicle category,
(c) Vehicle kilometer and vehicle category, and
(d) Vehicle kilometer and vehicle subcategory.

In the current study, this is further updated and studies showing emission estima-
tion till the year 2013 are included based on the similar division of groups given by
Baidya and Borken-Kleefeld (2009). Table 1 demonstrates the CO2 emission for the
different years from different studies. The studies are listed chronologically where
emissions from the year 2013 are listed first and emissions from the year 1980 are
listed at the end.

Uncertainty in the final output is dependent on the values of the input parameters,
assumptions, type ofmethodological approaches such as bottom-up or top-down, and
emission factors. With the increase in a number of input variables, the uncertainty
in the final output increases. Attempts have been made to decrease the uncertainties
in the emission estimation by addressing issues such as vehicle activity data like
total kilometers traveled and model share and fuel share in different categories of
vehicles. The uncertainty in CO2 emission also results due to variation in emission
factors applied in different studies for different vehicle types.

Figure 5 shows the uncertainty in final CO2 emissions from different studies over
different years at 95% confidence interval. For the same year, the difference in input
variables results in different CO2 emission. Uncertainty in CO2 emission measured
from the literature for the year 1990 was 62.36 (±8) Tg; for the year 1994, it was
73.56 (±12) Tg; for the year 1995, it was calculated to be 88.85 (±24); for the year
2000, it came out to be 127.74 (±49) Tg; and for the year 2005, it was 144 (±24) Tg.
Uncertainty in the final output (CO2 emission) was high initially, but it has reduced
in recent studies due to refinement in the input parameters, emission factors, and
associated methodology.

3 Policy Implications in the Indian Transport Sector

3.1 Policies in Transport Sector of India

Effective policy implementation is very important for removing the discrepancies
between supply and demand for the transport sector. Policies are the strategies which
can be applied to reduce emissions and energy consumption at national or local
level. Reducing CO2 emissions will require some strict actions from the government
side. These actions include auto-fuel policy where the objective is to improve the
quality of fuel standard and apply strict emission norms for emission reduction by
implementing Bharat Stages I, II, III, IV, V, and VI into the motor vehicles. Path
of implementation of auto-fuel emission norms for future years has been stated by
the Government of India with improvement in vehicle technology. As per India’s
Intended Nationally Determined Contribution (INDC), it was suggested to increase
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Table 1 Studies on Indian transport sector

Study Tg of CO2 Year Group

Singh et al. (2017) (I) 469.07 2013 c

Sadavarte and Venkataraman (2014) 162.00 2010 d

Ramachandra and Shwetmala (2009) 258.10 2003–2004 c

Sadavarte and Venkataraman (2014) 103.00 2005 d

ADB (2006) 220.00 2005 d

Baidya and Borken-Kleefeld (2009) Max 146.85 2005 d

Baidya and Borken-Kleefeld (2009) Ref. 146.33 2005 d

Garg et al. (2006) 143.00 2005 a

Fulton and Eads (2004) 135.38 2005 c

Baidya and Borken-Kleefeld (2009) Min 133.87 2005 d

Baidya and Borkeen-Kleefeld (2009)
with CPCB (2000)

133.87 2005 d

IIASA (2008) 133.76 2005 a

Singh et al. (2017) 71.67 2001 c

Sadavarte and Venkataraman (2014) 222.00 2000 d

Van Aardenne et al. (2005) 119.81 2000 a

Garg et al. (2006) 116.00 2000 a

Singh et al (2008) (II) 105.00 2000 a

IIASA (2008) 102.55 2000 a

Borken et al. (2007) 99.59 2000 c

Ohara et al. (2007) 86.37 2000 a

Mittal and Sharma (2003) 42.93 1997 c

Sadavarte and Venkataraman (2014) 82.00 1996 d

Olivier et al. (2002) 98.74 1995 a

Garg et al. (2006) 89.00 1995 a

IIASA (2008) 78.82 1995 a

Ramanathan and Parikh (1999) 79.00 1994 c

MiEF (2004) 71.89 1994 a

Bhattacharya and Mitra (1998) 69.80 1994 b

Garg et al. (2006) 70.00 1990 a

IIASA (2008) 61.67 1990 a

Olivier et al. (2002) 60.46 1990 a

Bhattacharya and Mitra (1998) 57.30 1990 b

Singh et al. (2008) (II) 27.00 1980 a

Singh et al (2017) (I)—(Singh et al 2017); Singh et al (2008) (II)—(Singh et al 2008); Max is the
maximum CO2 emission; Min is the minimum CO2 emission; Ref. is the CO2 emission for the
reference year; Baidya and Borken-Kleefeld (2009) with CPCB (2000) is CO2 emission obtained
from CPCB emission factors
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Fig. 5 Uncertainty in CO2 emissions over the years in the literature

the share of railways (public transport) from 36 to 45% to restrict the emissions.
Around 20% blending of biofuels for bioethanol and biodiesel (alternate fuels) by
2017 was suggested by the National Policy on Biofuels. Promotion of electric vehi-
cles (alternate technology) for its diffusion in Indian market is done by providing
incentives under Faster Adoption and Manufacturing of Hybrid and Electric Vehi-
cles (FAME) in India. The program includes the development of high-performance
electric or hybrid vehicles for Indian scenario, decreasing the capital cost for its pur-
chase, developing charging infrastructure, and creating programs for its promotion
and awareness in the consumers (Dhar et al. 2017). Studies also suggest improve-
ment in fuel efficiency for cars and two-wheelers, which will sufficiently reduce the
tailpipe emissions from the motor vehicles.

3.2 Summary of the Study

The trend analysis of CO2 emission from Indian transport sector shows exponential
growth. The growth rate was 2.7% during the period 1970–1980; it decreased to
2% during the period 1980–1990 and increased to 4% during 1990–2000, which
further increased to 6.9% during 2000–2012. This increase is due to increase in
motor vehicles on road running on petrol and diesel and also increase in distance
traveled by these vehicles. CO2 is the major GHG emission from the transport sector,
whereas the contribution of CH4 and N2O is negligible (Singh et al. 2008).
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Registered motor vehicles in India have increased during the period 2001–2012.
The annual growth rates for two-wheelers, four-wheelers, buses, and goods vehi-
cles were 10.5, 10.2, 6.7, and 9.1%, respectively. The annual growth rate of road
passenger and freight traffic demand for the same time period (2001–2011) was
11 and 8%, respectively. Similarly, for rail transport, passenger and freight demand
were 8 and 7%, respectively, for the duration 2001–2011. Top-down or bottom-up
approaches applied for emission estimation at a national level or local level depend
on the availability of the data. Uncertainty in CO2 emission depends on uncertainty
in input variables, the methodological approach applied, and the emission factors
used. Uncertainty in the final output (CO2 emission) was high initially, but it has
reduced in recent studies due to refinement in the input parameters, emission factors,
and associated methodology.

The gap which can be addressed from the study is the discrepancy in the data for
the input variables and emission factors which results in uncertainty in GHG (CO2)
emissions from several studies for the same year. The gap in policy implementation
is addressed by acknowledging the lack of awareness in people with respect to incen-
tives and benefits of electric vehicles for the environment and lack of infrastructure
which is required for the speedy diffusion of alternate fuels and technologies.
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A State-Level Methodology for
Estimating Present-Day Emissions of
Short-Lived Climate Pollutants from
Fired Brick Production in India

Kushal Tibrewal, Sameer Maithel and Chandra Venkataraman

Abstract Indian brick sector is dominated by traditional kilns with inefficient com-
bustion technology.However, it has substantial potential inmitigatingSLCPs through
shifts towards efficient technologies, thus highlighting the need to understand the
present-day emission profile from manufacturing of fired-clay bricks. We developed
a methodology to estimate the emissions of black carbon (BC), organic carbon (OC),
SO2 and ozone precursors (CO, CH4, NOx, NMVOC) at state level. It is used to esti-
mate national brick demand which is distributed among states to estimate state-level
production assuming production to follow demand. Fractional contribution of four
major kiln technologies in India (Bull’s trench kiln, clamp kiln, Zig Zag fired kiln
and vertical shaft brick kiln) is estimated for each state to estimate the state-wise
share of different kiln technologies in production. Emissions of PM2.5, BC, OC and
SO2 are estimated to be 165.9 (142.0–189.7) Gg yr−1, 119.1 (97.6–140.5) Gg yr−1,
9.4 (7.3–11.4) Gg yr−1 and 393.6 (314.1–473.1) Gg yr−1. For ozone precursors, the
estimates are 2.6 (2.2–3.0) Tg yr−1, 248.4 (137.4–359.4) Gg yr−1, 66.2 (49.2–83.1)
Gg yr−1 and 64.0 (48.2–79.7) Gg yr−1 for CO, CH4, NOx and NMVOCs. The states
with large share of BTKs contributed most to BC emissions while regions having
clamp kilns emitted higher OC, CO and CH4.

Keywords Brick kilns · Short-lived pollutants · Aerosols · Ozone precursors

K. Tibrewal · C. Venkataraman
Interdisciplinary Program (IDP) in Climate Studies, Indian Institute of Technology Bombay,
Mumbai 400076, Maharashtra, India
e-mail: kushalt@iitb.ac.in

S. Maithel
Greentech Knowledge Solutions Pvt. Ltd., 197, Indraprastha Apartment, Pocket 3, Sector 12
Dwarka, New Delhi 110078, India
e-mail: sameer@gkspl.in

C. Venkataraman (B)
Department of Chemical Engineering, Indian Institute of Technology Bombay, Mumbai 400076,
Maharashtra, India
e-mail: chandra@iitb.ac.in

© Springer Nature Singapore Pte Ltd. 2019
C. Venkataraman et al. (eds.), Climate Change Signals and Response,
https://doi.org/10.1007/978-981-13-0280-0_13

211

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0280-0_13&domain=pdf


212 K. Tibrewal et al.

1 Realizing the Role of Brick Sector in Mitigation of
Short-Lived Climate Pollutants

Anthropogenic activities induce changes in composition of atmospheric composi-
tion through emissions of long-lived greenhouse gases (LLGHGs) and short-lived
climate pollutants (SLCPs) which influence global climate change (Stocker et al.
2013). Although CO2 is considered to be the most important contributor of climate
change (Stocker et al. 2013), other forcing elements, like short-lived climate pollu-
tants (SLCPs), also contribute significantly to climate change (UNEP 2017). SLCPs
comprise of black carbon (BC) and organic carbon (OC) (particulate matter con-
stituents) and SO2 (particulate matter precursor), tropospheric ozone (O3) and its
precursor gases (CH4, CO, NOx and NMVOCs) (CCAC 2014). These pollutants
are characterized by short atmospheric lifetimes varying from a few days to a few
decades contributing to impacts that last for several decades (10–20 years) because
of their radiative effects.

Besides influencing global climate change, SLCPs also play a large role in degrad-
ing regional air quality. Rising levels of particulate matter have led to increasing
mortality rates (Cohen et al. 2017). In addition to this, modelling studies have shown
the potential of increasing levels of tropospheric ozone (Ghude et al. 2014) and
BC emissions (Burney and Ramanathan 2014) in reducing crop yield. Thus, there
is growing consensus on the potential of mitigation strategies targeting SLCPs to
alleviate near-term climate change with a potential to reduce warming due to their
rapid temperature response (UNEP/WMO 2011) and simultaneously improve air
quality (Shindell et al. 2012). Moreover, adoption of policies for improving air qual-
ity focuses on reducing NOx and SO2 emissions, and reduces the masking of GHG
warming by such cooling SLCPs, thus motivating the need for addressing mitigation
of warming SLCPs like BC and CH4 (UNEP 2017).

For India, energy-intensive activities involving traditional combustion practices
and extensive use of biomass fuel such as residential cooking, brick manufactur-
ing and open burning of agricultural residue are major emitters of warming SLCPs
(Venkataraman et al. 2016). The brick industry in India is the second largest producer
of bricks with an annual production of approximately 250 billion bricks and consum-
ing large amount of coal and biomass fuel (Maithel et al. 2012). Use of traditional
and inefficient technologies emitting particulate matter along with CO and SO2 are
major causes of degraded air quality aroundmajor urban centres of India (Guttikunda
and Calori 2013; Kumbhar et al. 2014). Several studies have recognized the potential
of brick industry in reducing emissions through shifts towards efficient technology
(USEPA 2012; Weyant et al. 2014). Thus, careful accounting of brick production
activity, dominant technologies, diversity of fuel mixes and resulting emissions over
India is needed to harness the potential of brick industry in mitigating SLCPs.

There are few available emission estimates from Indian brick industries, address-
ing local air pollution (Guttikunda and Calori 2013; Kumbhar et al. 2014) or made
at a gross national level (Pandey et al. 2014) focussing on coal as a single fuel. More
recently, the carbon footprint of brick kilns in a region of North India showed an
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average value of 427.985 kg CO2/1000 bricks for fixed chimney Bull’s trench kilns
(FCBTKs) (Maheshwari and Jain 2017). However, there are significant differences in
brick-making technology among different parts of the country (Maithel et al. 2012)
which include Bull’s trench kilns (BTKs) and Zig Zag fired kilns dominating the
Northern India while clamp kilns contributing more in the southern states. It is also
known that fuel used in brick kilns varies by region and can include mixtures of
coal and biomass fuels such as firewood, dry dung, rice husks and other agricultural
residues (Maithel et al. 2012). Therefore, it is important to account for regionally
varying technologies and the widespread use of biomass in brick kilns.

To address these gaps, the chapter provides a methodology to estimate emissions
from brick kilns at a state level in India. The methodology is used to estimate a
national brick demand and distribute it among all states. The existing knowledge on
regional spread of prevalent technology is utilized to quantify the fractional share of
different brick kiln technologies in each state. Average values of emission factors and
heating values are calculated from different studies to estimate the final emissions
from combustion of a fuel mix (coal and biomass) per kiln type.

2 Estimating Emissions at State Level

This section summarizes the underlying methodology followed to estimate the state-
level emissions of SLCP aerosols (PM2.5, BC, OC and SO2) and ozone precursors
(CH4, CO, NOx andNMVOCs) frommanufacturing of fired-clay bricks in India. The
approach for calculating emissions (Eq. 1) begun by estimating the national brick
demand ‘B’ (millions/year). The national demand is distributed to each state ‘s’ using
brick utilization fraction ‘us’ (%) to estimate the production at state level assuming
production would follow demand. For each state, the production is apportioned into
various kiln technologies ‘k’ using the kiln share ‘tk,s’ (%). The amount of brick
produced is converted tomass of the bricks producedusing a typicalweight ‘w’ (kg) of
one block of fired-clay brick. Subsequently for each kiln technology, corresponding
specific energy consumption ‘SECk’ (MJ/kg) and fuel characteristics [assumed fuel
mix and calorific value of the fuel mix, ‘CV’ (MJ/kg)] are used to estimate the
fuel consumption. Finally, for each pollutant ‘p’, technology-linked emission factors
‘EFp,k’ (g/kg) are multiplied with the fuel consumption to arrive at the emissions
‘Ep,s’ (Gg/year). The overall methodology is represented in Fig. 1.

Ep,s �
∑

k

B × us × SECk × tk,s × w

CV
× EFp,k (1)
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Fig. 1 Methodology to estimate state-level emissions from brick manufacturing

2.1 Activity Data

2.1.1 Estimated National Brick Demand

The brick industry in India is an unorganized sector. Unavailability of accurate data
on number of kilns and their locations makes it difficult to know the exact brick
production and its regional difference. Thus, an attempt is made to estimate annual
demand of burnt clay bricks and distribute among states to estimate state-level pro-
duction, assuming demand is equal to production because of transportation barriers
in supply of rawmaterials and finished products. Demand in brick sector is driven by
need for housing due to growth of population and urbanization and strong growth in
construction sector (KASPL 2015). Since exact share of bricks for various purposes
is not available, the demand in brick is distributed as 50% for new constructions,
10% for bricks used in repair works. As 40% of the brick production is in the form of
damaged or low-quality bricks (GKSPL 2014), the total production of bricks to meet
the demand is considered as 1.6 times the demand. Activities requiring brick under
new constructions are assumed to have similar share as cement. With this assump-
tion, out of total bricks used in new constructions, 67% is used for housing, 13% for
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infrastructure, 11% for commercial construction and 9% for industrial construction
(KASPL 2015).

National demand per year of fired-clay brick for housing is estimated using trend
in the number of brick-walled houses as reported in census of India for 1991, 2001
and 2011 (Census of India 2011). The following approach is applied to estimate
the probable number of brick-walled houses constructed in 2015. Data for state-
wise total number of brick-walled houses is collected from census for the years
1991, 2001 and 2011. An exponential trend-line is fitted for each state to analyse
the growth in number of brick-walled houses up to 2015. The slope of the trend-
line for any year gives the number of newly constructed brick-walled houses in that
year. Besides covering the trend well, the use of exponential trend-line is favoured
to fit the data as the slope of the trend-line at each year is representative of the fact
that with increasing growth in national population, the growth in newly constructed
houses must also increase to cater to the increasing housing demand. The total bricks
required for newly constructed houses are calculated assuming an average built-up
area of 1000 ft.2 per house with specific brick consumption of 13 bricks per sq. ft.
of built-up area (Happho 2017).

2.1.2 State-Level Brick Utilization Fraction

The aim here is to distribute the national brick demand among the states. Sincemajor-
ity of demand is driven by housing, therefore a proxy, in form of brick utilization
fraction, is developed to distribute the estimated national brick demand among the
states proportionally to number the newly constructed brick-walled houses in each
state. Brick utilization fraction for each state is the ratio of number of brick-walled
houses constructed in each state to the total number of brick-walled houses con-
structed in the country for that year. For estimating brick utilization fraction ‘us’
(Eq. 2), the number of brick-walled houses constructed in 2015 for each state ‘Hs’
and for the whole nation ‘H’ is calculated using trend from census as discussed in
previous section.

us � Hs

H
(2)

The brick production for each state ‘Bs’ is calculated by multiplying the brick
utilization factor for each state to the national estimated brick demand ‘B’ (Eq. 3).

Bs � us × B (3)

2.1.3 Fractional Allocation of Kiln Technology for Each State

There are mainly four types of technologies currently used in manufacturing fired-
clay bricks. Maithel et al. (2012) provide an estimate of the contribution of each
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of the kiln technology in the national production and their regional spread. BTK
contributes 66% to national production spread all over the country covering states in
the Indo-Gangetic plains (IGP), north, east, south and west. Clamp kilns with its 25%
share cover predominantly central, western and southern states. Zig Zag fired kilns
contributes 8% to the national production with production happening mostly inWest
Bengal and northern states. Finally, vertical shaft brick kilns (VSBK) contributing
a meagre 1% are in Central India and with few others in Odisha and Kerala. This
information is used to apportion the brick production into different kiln technologies
for each state.

Using the regional spread as reported, the first step is to identify the states covered
by each kiln technology. The respective national contribution of number of bricks by
VSBK, Zig Zag fired kilns and clamp kilns is distributed among the states covered
by each of them in proportion of the brick utilization fraction for those states. This
resulted in the number of brick produced by VSBK, Zig Zag fired and clamp kilns,
respectively, in each state. For bricks produced by BTKs in each state, the summation
of bricks produced by these three kiln types is subtracted from the total brick amount
for the state. Finally, the kiln share ‘tk,s’ for each kiln type ‘k’ is calculated (Eq. 4)
as the ratio of number of brick produced by a kiln type in a state ‘Bk,s’ to the total
brick produced in the state ‘Bs’.

tk,s � Bk,s

Bs
(4)

2.2 Technology-Linked Emission Factor

Emissions of eight pollutants are estimated by using mean emission factors for each
kiln type assuming a fixed fuel mix. Emission factors vary for different kiln technolo-
gies and depend on the fuel mix used. BTK and clamp kilns are the most polluting
technologies (Maithel et al. 2012). Clamp kilns have the highest emission factors
for particulate matter followed by BTKs due to intermittent feeding of fuel. Zig Zag
fired kilns, although similar to BTKs in structural designs, has lower BC emissions
due to better firing practice and continuous feeding of fuel. Zig Zag fired kilns also
have the lowest emissions for CO indicating most efficient combustion of the fuel.
The estimated emission factors suggest that VSBK are the most eco-friendly tech-
nologies with the least emissions of particulate matter (PM2.5) and black carbon
(BC) due to steady-state combustion conditions and use of internal fuel. Emissions
of SO2 primarily depend on the sulphur content of the fuel. Thus, kilns using large
amounts of coal-based fuels emit larger SO2 as compared to kilns using biofuels.

Mean emission factors for each kiln type are calculated from measured emission
factors for various fuel mixes from several studies for each pollutant (Appendix).
Measured emission factors are used for particulate matter (PM2.5, BC and OC) from
11 Indian brick kilns with varying fuel mixes (Weyant et al. 2014). Another study
based on same brick kilns is used to obtain emission factors for SO2 (Rajarathnam
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et al. 2014). Emission factors for CO are also based from (Weyant et al. 2014) for
BTK and VSBK while for Zig Zag fired and clamp kilns, they are obtained from
two studies (Weyant et al. 2014; Stockwell et al. 2016). Stockwell et al. (2016) also
reported emission factors for CH4 and NOx Zig Zag fired kilns and clamp kilns.
Since no measured emission factors are found for BTK and VSBK, values for Zig
Zag fired kilns are assumed to be same for them.NMVOCs emission factors are based
on values reported for biofuels burnt in brick kilns (Christian et al. 2010) which are
assumed to be same for all fuel mixes and all kiln type.

2.3 Uncertainty Estimation

Uncertainties in emissions are calculated analytically, assuming the underlying
uncertainties in all input quantities to be normally distributed. Key sources of uncer-
tainties include brick production number, specific energy consumption per kiln type
and emission factors which vary with kiln technology and fuel mix. Uncertainty
in bricks production amount is calculated as the standard deviation in the estimate
of annually built brick-walled houses. Standard deviation in the estimates of brick-
walled houses is calculated using the errors obtained in the coefficients of regression
for the trend in brick-walled houses from1991 to 2011.Uncertainty in specific energy
consumption is taken as reported in (Weyant et al. 2014).Mean and standard deviation
in emission factors for each pollutant per kiln technology are calculated from values
obtained frommultiple studies, as discussed in the previous section. Final uncertain-
ties in emissions are calculated by combining uncertainties in individual parameters
using rule of quadrature. For emissions having relative uncertainties (ratio of standard
deviation to arithmetic mean) greater than 30%, lognormal distribution is assumed
and the emissions are reported as means with upper and lower bounds calculated
using geometric standard deviation.

3 Technology-Specific Brick Production Per State

3.1 National Brick Demand

From the slope of the trend of brick-walled houses from 1991 to 2011 (Census of
India 2011) for the year 2015, the total number of newly constructed brick-walled
houses is estimated to be 6.2±0.5 million. The regression coefficients and the slope
of the exponential trend at year 2015 are presented inAppendix.Assuming an average
built-up area of 1000 ft.2 per house, with specific brick requirement of 13 bricks per
sq. ft. of built-up area, the national brick demand for housing is estimated to be
82.2±23.8 billion. Since it is 67% of the demand under new constructions, total
brick demand for new constructions (including housing, infrastructure, industrial
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and commercial construction) is 122.7±35.6 billion. Finally, with an assumption
that 50% of the total national brick demand is for new constructions while the rest
is used for repair work and to account for the damaged and low-quality bricks, the
total national brick demand is estimated to be 245.4±71.2 billion.

3.2 State-Level Brick Production

Assuming demand to be equal to production, the national brick demand is distributed
among the states using the brick utilization fraction (Fig. 2). The states covering the
Indo-Gangetic plains (IGP) accounted for the most brick utilization with nearly 44%
of the total national demand. Uttar Pradesh, Bihar and West Bengal contribute 15%,
8% and 8%, respectively, to national demand producing approximately 37.9±0.8,
20.4 ±2.6 and 20.3±3.0 billion bricks annually. Although Delhi as the national
capital territory (NCT) is found to contribute only 2%, considering national capital
region (NCR—includes NCT and parts of Haryana, Rajasthan and UP) the contri-
bution is 9% highlighting the rapid urbanization that underwent in the recent years
in that region. Gujarat, Rajasthan, Madhya Pradesh and Maharashtra are the major
contributors in the Western and Central India contributing 6%, 5%, 3% and 8%,
respectively. Southern India contributed nearly 14% with AP and Tamil Nadu being
the major states producing 17.2± 10 and 9.4 ± 8.2 billion bricks, respectively. The
brick production at the state level estimated using this methodology is presented in
Appendix.

3.3 Fractional Allocation of Kiln Technology for Each State

Even though brick industry is such an energy-intensive sector with significant share
in energy consumption and driven by heavy demand, there has been very few initia-
tives to promote energy efficiency and emission control. It is not until 1990s when the
first set of emission standards were proposed for brick industry. The standards laid
down themaximum limit for concentration of particulatematter (750–1000mg/Nm3)
and minimum stack height for optimal dispersion of sulphur dioxide (12–30 m) for
different kiln capacities. The introduction of emission standards in 1996 led to the
shift from moving chimney BTKs to fixed chimney BTKs and encouraged adoption
of newer technologies (Maithel and Uma 2000). Despite introduction of advanced
technologies as early as 1970s for Zig Zag fired kilns and 1995 for VSBK, there is no
large-scale implementation (Maithel et al. 2012). Recently, due to increasing pollu-
tion levels, the Central Pollution Control Board (CPCB) directed all State Pollution
Control Boards to provide status on conversion of natural draft to induced draft brick
kilns with rectangular shape and Zig Zag setting (CPCB 2017).

The estimated share of different kiln technologies for each state is shown in
Fig. 2. The states in the IGP and north-eastern parts of the country are predominant
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Fig. 2 State-level brick utilization fraction (us) and fractional allocation of kiln technology (tk,s)

users of BTKs (greater than 80%) and Zig Zag fired kilns, while the central and
the peninsular regions are dominated by clamp kilns (greater than 60%). VSBKs
contributing to a meagre 1% to the national production are present mostly in Odisha,
Madhya Pradesh and Kerala. However, understanding the actual prevalence of brick-
making technology is highly important as it influences the energy consumption and
emissions of various pollutants the most. Thus, a thorough exploration is required to
extract the ground truth on the extent of various technologies under operation through
field surveys, government listings or geo-spatial tagging through satellite imagery.
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4 State-Level Emissions of SLCPs

The state-wise brick production distributed among different kiln type is multiplied
with the mass of a typical brick, 2.9 kg/brick, to obtain the total mass of bricks
produced per state. For each kiln type, specific energy consumption (Appendix) is
used to estimate the total energy use per kiln type per state. Mean heating values of
fuel mix (Appendix) for each kiln type are calculated frommeasured values (Weyant
et al. 2014) to estimate the fuel mix consumed. Finally, the mean factors are used to
estimate the emissions discussed in the following sections.

4.1 Aerosols: Constituents and SO2

National emissions of PM2.5 are estimated to be 165.9 (142.0–189.7) Gg yr−1

(Table 1), with 50% from clamp kilns, 47% from BTKs and rest from Zig Zag
fired kilns and VSBK. The emissions of BC and OC are 119.1 (97.6–140.5) Gg yr−1

and 9.4 (7.3–11.4) Gg yr−1 (Table 1). The contribution of clamp kilns (44%) to BC
emissions is lower than that of BTKs (55%) even though they have the highest emis-
sion factors for PM2.5 as they are found to have lower black carbon-to-total carbon
ratio (BC/TC) than BTKs due to batch firing process (Weyant et al. 2014). Therefore,
states such as Maharashtra and Andhra Pradesh have higher PM2.5 emissions with
lower BC emissions than Uttar Pradesh even though they had lower brick production
as they are dominated by clamp kilns (Fig. 3). Emissions for SO2 are estimated to
be 393.6 (314.1–473.1) Gg yr−1 (Table 1). Since emissions for SO2 are primarily
dependent on the sulphur content of fuel used, thus states using predominantly coal
would result in greater SO2 emissions as compared to those using biomass fuels.
However, in this study emission factors are kiln specific assuming a common fuel
mix for each kiln type for all states. Thus, more accurate spatial variation can be gen-
erated by collecting information of various fuel mixes used across different regions
and using state-specific emission factor for each kiln type based on fuel mix.

The emission estimates are compared well with previously published study
(Pandey et al. 2014) for PM2.5, BC and OC (164, 114 and 11 Gg yr−1, respec-
tively). The SO2 estimates (357 Gg yr−1) are lower than this study due to different
assumptions in emission factors and fuel used. Comparing the emissions with the
total national emissions from India (Pandey et al. 2014; Sadavarte and Venkataraman
2014), brick industry contributed approximately 10% to the total BC emissions. Sev-
eral studies have asserted replacing traditional brick kilns with newer technologies,
particularly VSBK, will help in reducing BC emissions (Rajarathnam et al. 2014;
Weyant et al. 2014). There have been limited efforts to motivate use of efficient and
eco-friendly technologies in brick industry. The emission standards proposed in 1996
were revised in 2009 to include limitations by type of kiln technology (1200mg/Nm3

for the downdraft kiln; 750–1000 mg/Nm3 for BTKs; and 250 mg/Nm3 for the
induced draft BTK, Hoffmann and vertical shaft kiln) (MoEFCC 2009) but were not
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Table 1 State-level emissions of SLCPs from brick kilns in India (Gg yr−1)
States Aerosols and SO2 Ozone precursors

PM2.5 BC OC SO2 CO CH4 NOx NMVOC

Jammu and
Kashmir

2.9 2.2 0.1 7.9 33.4 0.1 1.3 1.3

(1.1–6.3) (0.9–4.6) (0.1–0.2) (4.1–13.7) (14.2–67.2) (0.0–0.3) (0.2–4.3) (0.2–4.1)

Himachal
Pradesh

1.3 1.0 0.1 3.6 15.2 0.0 0.6 0.6

(0.5–2.9) (0.4–2.2) (0.0–0.1) (1.8–6.6) (6.1–31.7) (0.0–0.1) (0.1–2.0) (0.1–1.9)

Punjab 2.8 2.1 0.1 7.6 32.1 0.1 1.3 1.2

(0.8–7.5) (0.6–5.7) (0.0–0.3) (2.4–18.4) (8.9–83.2) (0.0–0.3) (0.2–4.5) (0.2–4.3)

Chandigarh 0.1 0.1 0.0 0.3 1.1 0.0 0.0 0.0

(0.0–0.3) (0.0–0.2) (0.0–0.0) (0.0–0.8) (0.2–3.5) (0.0–0.0) (0.0–0.2) (0.0–0.2)

Uttarakhand 3.1 2.3 0.1 8.2 34.8 0.1 1.4 1.3

(1.2–6.5) (0.9–4.7) (0.1–0.2) (4.3–14.3) (14.8–69.9) (0.0–0.3) (0.2–4.5) (0.2–4.3)

Haryana 3.6 2.7 0.1 9.6 40.6 0.1 1.6 1.5

(1.4–7.7) (1.1–5.6) (0.1–0.2) (4.9–17.0) (16.9–82.7) (0.0–0.3) (0.3–5.3) (0.3–5.0)

Delhi 2.0 1.6 0.1 5.6 23.5 0.1 0.8 0.8

(0.0–11.8) (0.0–9.8) (0.0–0.4) (0.1–33.3) (0.5–139.9) (0.0–0.3) (0.0–5.0) (0.0–4.8)

Uttar
Pradesh

17.0 12.8 0.6 45.6 192.5 0.5 7.6 7.3

(6.6–36.1) (5.2–26.3) (0.3–1.2) (23.9–79.3) (81.7–387.3) (0.1–1.6) (1.3–24.9) (1.3–23.8)

Bihar 9.1 6.9 0.3 24.5 103.5 0.3 4.1 3.9

(3.5–19.7) (2.7–14.4) (0.2–0.6) (12.3–44.0) (42.5–212.8) (0.0–0.9) (0.7–13.5) (0.7–12.9)

West Bengal 9.1 6.8 0.3 24.4 103.1 0.3 4.1 3.9

(3.4–19.8) (2.7–14.5) (0.2–0.6) (12.0–44.3) (41.8–213.8) (0.0–0.9) (0.7–13.5) (0.7–12.8)

Jharkhand 6.0 5.0 0.2 17.1 71.5 0.2 2.5 2.4

(2.1-13.6) (2.0-10.4) (0.1-0.4) (8.5-30.7) (28.5-150.1) (0.0-0.6) (0.3-9.3) (0.3-8.8)

Odisha 4.8 4.0 0.2 13.5 59.4 0.1 2.1 2.0

(1.7–10.9) (1.6–8.3) (0.1–0.3) (6.6–24.7) (24.2–122.7) (0.0–0.5) (0.3–7.4) (0.3–7.1)

Chhattisgarh 9.5 6.4 0.7 20.3 180.9 23.8 3.6 3.5

(4.3–18.3) (1.6–17.8) (0.2–1.8) (3.4–67.4) (91.7–321.8) (2.7–92.6) (0.6–12.3) (0.6–11.4)

Madhya
Pradesh

8.3 5.6 0.6 17.7 157.8 20.7 3.1 3.0

(3.8–16.0) (1.4–15.5) (0.1–1.6) (3.0–58.8) (80.0–280.9) (2.4–80.8) (0.5–10.7) (0.5–10.0)

Rajasthan 12.4 8.5 0.8 26.7 231.7 30.5 4.6 4.5

(5.5–24.2) (2.1–23.2) (0.2–2.4) (4.6–87.6) (113.7–422.1) (3.5–119.2) (0.7–15.9) (0.8–14.8)

Gujarat 14.9 10.2 1.0 32.0 277.8 36.6 5.5 5.4

(6.8–28.5) (2.6–27.7) (0.3–2.8) (5.6–104.6) (140.6–495.2) (4.2–142.5) (0.8–19.0) (0.9–17.6)

Maharashtra 19.7 13.3 1.4 41.8 373.3 49.1 7.4 7.2

(6.8–45.0) (2.9–39.6) (0.3–4.1) (6.4–145.3) (136.3–827.4) (5.0–198.8) (1.0–26.4) (1.1–24.7)

Andhra
Pradesh

17.2 11.8 1.2 37.0 321.1 42.3 6.3 6.2

(4.9–44.4) (2.3–36.7) (0.2–3.8) (5.3–131.7) (91.0–825.4) (3.9–177.5) (0.8–23.7) (0.9–22.3)

Karnataka 7.3 5.0 0.5 15.7 136.8 18.0 2.7 2.6

(1.5–22.4) (0.8–17.3) (0.1–1.8) (1.9–60.1) (26.7–425.5) (1.4–80.2) (0.3–10.7) (0.3–10.2)

Kerala 1.0 0.7 0.1 2.1 19.0 2.5 0.4 0.4

(0.0–6.8) (0.0–4.6) (0.0–0.5) (0.0–14.5) (0.1–129.5) (0.0–17.0) (0.0–2.5) (0.0–2.5)

Tamil Nadu 9.4 6.4 0.6 20.2 175.2 23.1 3.5 3.4

(1.8–29.6) (0.9–22.7) (0.1–2.4) (2.3–78.1) (31.8–563.6) (1.7–104.1) (0.4–14.0) (0.4–13.2)

North-east 3.7 3.1 0.1 10.5 44.1 0.1 1.5 1.5

(continued)
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Table 1 (continued)
States Aerosols and SO2 Ozone precursors

PM2.5 BC OC SO2 CO CH4 NOx NMVOC

(1.7–7.0) (1.6–5.5) (0.1–0.2) (6.3–16.6) (22.3–78.5) (0.0–0.3) (0.3–4.6) (0.3–4.4)

Union
territories

0.6 0.5 0.0 1.8 7.5 0.0 0.3 0.3

(0.1–2.1) (0.1–1.8) (0.0–0.2) (0.7–3.8) (4.5–11.8) (0.0–0.1) (0.0–1.4) (0.0–1.4)

Total 165.9 119.1 9.4 393.6 2635.7 248.4 66.2 64.0

(142.0–189.7) (97.6–140.5) (7.3–11.4) (314.1–473.1) (2239.7–3031.6)(137.4–359.4) (49.2–83.1) (48.2–79.7)

Fig. 3 Regional distribution and major emitters of aerosols (PM2.5, BC, OC) and SO2 emissions
from brick kilns (Gg/yr)

stringent enough to induce much change (Maithel et al. 2012). Draft of new emission
standards has been proposed in 2015 (MoEFCC 2015) with stricter limits for BTKs.
Other than regulating stack emissions, there were initiatives to promote resource-
efficient bricks, such as hollow and perforated bricks, which consume less energy
and resources for their productions (UNDP 2009), fly ash bricks and non-fired bricks
such as autoclaved aerated concrete (AAC) blocks.
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4.2 Ozone Precursors

National emissions of CO are estimated as 2.6 (2.2–3.0) Tg yr−1 with 63% from
clamp kilns and 35% from BTKs (Table 1). Emissions of CO are an indicator of
incomplete combustion of fuel as the carbon is not allowed to fully convert into CO2.
Among the kilns, Zig Zag fired kilns are found to have the lowest CO emission factors
as the firing pattern allows large amount of time for the fuel to get burnt and clamps
have the highest. Even the highly efficient technology such as VSBK has greater
CO emission factors than Zig Zag fired kilns due to use of internal fuel as limited
supply of air is available at the surface of the fuel for complete combustion. CH4 is
primarily emitted due to use of biomass fuel. Clamp kilns are assumed to be operated
mostly using larger share of biomass in the fuel mix. Thus, the national emissions of
248.4 (137.4–359.4) Gg yr−1 are contributed 99% by clamp kilns (Table 1). Since
clamp kilns dominated emissions of both CO and CH4, western and southern states
such asMaharashtra, Andhra Pradesh, Gujarat, Rajasthan and Tamil Nadu are among
the top emitters (Fig. 4). Emissions of NOx and NMVOCs are estimated to be 66.2
(49.2–83.1) Gg yr−1 and 64.0 (48.2–79.7) Gg yr−1 (Table 1).

When compared with the emissions from previous study (Pandey et al. 2014),
emissions of CO (2.6 Tg yr−1) are comparable to this study while CH4 emissions
(5 Gg yr−1) are 50 times lower than this study. The reason for such a significant
difference can be attributed to assumption in the fuel mix. Coal was assumed to be

Fig. 4 Regional distribution and major emitters of CO, CH4, NOx and NMVOC emissions from
brick kilns (Gg/yr)
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the only fuel with very low emission factors in all the kilns (Pandey et al. 2014),
whereas this study assumed a mean emission factor from a combination of different
fuel mixes, particularly use of biomass fuel from clamp kilns. Emissions of NOx

(139 Gg yr−1) are higher while of NMVOCs (8 Gg yr−1) are lower than this study,
which again can be attributed to different values of emission factors used.

4.3 Uncertainty in Emissions

Confidence bounds in emissions are calculated analytically from combination of
uncertainties in brick production, specific energy consumption of kiln type and the
respective emission factors. Uncertainties in brick production are represented as plus
or minus one standard deviation. A lognormal distribution is assumed to represent
uncertainties in final emissions for each state since the combined relative uncertainty
(standard deviation/mean) is greater than 30% for almost all states. The standard
deviation in the sum of emissions of a given pollutant from different technologies and
for nation from different states is estimated as the sum of the individual uncertainties
in quadrature.

Although the relative uncertainties for individual states are greater than 30%, the
values for national total after combing all states are found to be 14% for PM2.5, 18%
for BC, 20% for SO2, 15% for CO, 45% of CH4 and 25% for NOx and NMVOCs.
Uncertainties are greater for CH4, NOx and NMVOCs due to large uncertainties in
emission factors. Since reported emission factors had no reported uncertainty or are
unavailable, 100% uncertainty is assumed in the mean emission factor. Reasons for
uncertainties in other pollutants primarily arise due to lack of information on fuel mix
used across different states. A single emission factor is considered for a particular
kiln type averaged from measured values with different fuel mixes, thus giving rise
to large standard deviations in the final emission factors. The upper and lower bounds
in emissions for each state are presented in (Table 1).

5 Conclusions

A state-level emission inventory is developed to estimate the emissions of SLCPs
from manufacturing of fired-clay bricks in India. A methodology is developed to
estimate national brick demand, using trends in numbers of brick-walled houses,
and assumptions in share of brick demand for other constructions (commercial,
industrial and infrastructure), repair works and to account for damaged bricks. Brick
demand is distributed to state level using trends in brick-walled houses at state level.
Assuming that productionwould follow demand, it is found that Uttar Pradesh, Bihar,
West Bengal and Maharashtra are the largest production centres for fired bricks.
Using state-wise kiln technology data (with BTKs dominating in north and eastern
states and clamp kilns dominating in western and southern states) and technology-



A State-Level Methodology for Estimating Present-Day Emissions … 225

linked emission factors averaged across fuel mixes (coal and biomass), emissions of
different SLCPs are calculated.

Emissions of PM2.5, BC, OC and SO2 are estimated to be 165.9 (142.0–189.7)
Gg yr−1, 119.1 (97.6–140.5) Gg yr−1, 9.4 (7.3–11.4) Gg yr−1 and 393.6
(314.1–473.1) Gg yr−1. For ozone precursors, the estimates are 2.6 (2.2–3.0) Tg yr−1,
248.4 (137.4–359.4)Gg yr−1, 66.2 (49.2–83.1)Gg yr−1 and 64.0 (48.2–79.7)Gg yr−1

for CO, CH4, NOx and NMVOCs. States with large share of BTKs (such as Uttar
Pradesh, Bihar andWest Bengal) contributedmost to the BC emissions while regions
having clamp kilns (Maharashtra, Gujarat and Rajasthan) emitted higher amounts
of OC, CO and CH4. Further improvements in inventory methodology will require
survey-based data allowing estimation of brick production, along with better under-
standing of regional spread of various kiln technologies and fuel types, as well as
field measurements of emission factors.

Appendix

Mean emission factors across different fuel mixes (g/kg of fuel mix)

PM2.5 BC OC SO2 CO CH4 NOx NMVOC

BTK 3.3 2.7 0.1 9.3 38.9 0.1 1.4 1.3

Clamp
kilns

3.7 2.4 0.3 7.4 74.7 11.2 1.3 1.3

Zig-
Zag fired

2.0 0.3 0.1 3.1 14.3 0.1 1.4 1.3

VSBK 1.3 0.4 0.1 1.7 44.5 0.1 1.4 1.3
The values presented here are mean emission factors averaged over different fuel mixes from a
particular kiln type. These are compiled from different studies Christian et al. 2010; Weyant et al.
2014; Rajarathnam et al. 2014; Stockwell et al. 2016

Regression equation and coefficients of the trend in brick-walled houses (1991–11)

y �a ×exp (b ×x)

States a b Slope of trend in the year 2015

Andaman and Nicobar 227.63 0.16 2124

Andhra Pradesh 5904848.59 0.03 435,651

Arunachal Pradesh 4299.61 0.08 2677

Assam 520339.8 0.06 139,315

Bihar 4550067.07 0.04 516,356

Chandigarh 166726.18 0.02 5345

Chhattisgarh 362278.92 0.08 245,034

Dadra and Nagar 10256.72 0.08 6632

Daman and Diu 12169.58 0.07 5421

Delhi 2135088.94 0.03 103,920

Goa 14795.87 −0.01 0
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y �a ×exp (b ×x)

States a b Slope of trend in the year 2015

Gujarat 4601356.95 0.03 376,987

Haryana 3011436.06 0.03 202,514

Himachal Pradesh 298337.37 0.06 75,914

Jammu and Kashmir 390776.35 0.07 166,838

Jharkhand 587839.55 0.08 316,568

Karnataka 3114619.37 0.03 185,559

Kerala 2261188.15 0.01 25,741

Lakshadweep 68.11 0.23 4592

Madhya Pradesh 3817165.79 0.03 213,803

Maharashtra 7148854.43 0.03 505,731

Manipur 19439.43 0.07 7176

Meghalaya 11911.74 0.09 9137

Mizoram 4496.32 0.08 2483

Nagaland 26132.27 0.05 5050

Odisha 1596779.42 0.05 261,614

Puducherry 91670.27 0.05 14,598

Punjab 3925453.5 0.02 159,985

Rajasthan 1724557.89 0.05 314,330

Sikkim 1577.46 0.16 11,867

Tamil Nadu 6408504.31 0.02 237,771

Tripura 32094.21 0.08 17,429

Uttar Pradesh 12603818.11 0.03 960,686

Uttarakhand 286329.81 0.08 173,434

West Bengal 4895899.75 0.04 514,708

State-level distribution of total brick production across different kiln types

States BTKs Clamp
kilns

Zig-
Zag fired

VSBK State-level total
production, Bs
(million/year)

Andaman and Nicobar 84 84

Andhra Pradesh 6648 10,520 17,168

Arunachal Pradesh 105 105

Assam 5490 5490
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States BTKs Clamp
kilns

Zig-
Zag fired

VSBK State-level total
production, Bs
(million/year)

Bihar 16,696 3652 20,348

Chandigarh 173 38 211

Chhattisgarh 3259 5917 480 9656

Dadra and Nagar 261 261

Daman and Diu 214 214

Delhi 4095 4095

Goa 0

Gujarat 5753 9103 14,856

Haryana 6548 1432 7981

Himachal Pradesh 2455 537 2992

Jammu and Kashmir 5395 1180 6575

Jharkhand 12,475 12,475

Karnataka 2832 4481 7312

Kerala 342 622 50 1014

Lakshadweep 181 181

Madhya Pradesh 2844 5163 419 8425

Maharashtra 6727 12,212 991 19,930

Manipur 283 283

Meghalaya 360 360

Mizoram 98 98

Nagaland 199 199

Odisha 9797 513 10,310

Puducherry 575 575

Punjab 5173 1131 6305

Rajasthan 4797 7590 12,387

Sikkim 468 468

Tamil Nadu 3629 5741 9370

Tripura 687 687

Uttar Pradesh 31,064 6794 37,858

Uttarakhand 5608 1227 6835

West Bengal 16,643 3640 20,283

India 161,958 61,348 19,631 2454 245,390
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Specific energy consumption per kiln type

Sp. energy consumption, SECk (MJ/kg brick)

Kiln, k Mean SD SD/mean

BTK 1.2 0.2 0.2

Clamp kilns 2.9 0.0 0.0

ZigZag fired 1.1 0.1 0.1

VSBK 0.7 0.3 0.4

Source Weyant (2014)

Heating value of fuel mix (MJ/kg)

Heating value of fuel mixes, CV (MJ/kg)

Kiln Mean SD SD/mean

BTK 23.8 4.9 0.2

Clamp kilns 23.3 8.4 0.4

ZigZag fired 20.4 0.3 0.0

VSBK 15.1 10.8 0.7

Source Weyant et al. (2014)

References

Burney J, Ramanathan V (2014) Recent climate and air pollution impacts on Indian agriculture.
Proc Natl Acad Sci 111:16319–16324. https://doi.org/10.1073/pnas.1317275111

CCAC (2014) Climate and clean air coalition—annual report. Climate and Clean Air Coalition
(CCAC), Paris

Census of India (2011) Census of India. http://www.censusindia.gov.in/. Accessed 15 Feb 2018
Christian TJ, Yokelson RJ, Cárdenas B et al (2010) Trace gas and particle emissions from domestic
and industrial biofuel use and garbage burning in central Mexico. Atmos Chem Phys Discuss
9:10101–10152. https://doi.org/10.5194/acpd-9-10101-2009

Cohen AJ, Brauer M, Burnett R et al (2017) Estimates and 25-year trends of the global burden
of disease attributable to ambient air pollution: an analysis of data from the Global Burden of
Diseases Study 2015. Lancet 389:1907–1918. https://doi.org/10.1016/S0140-6736(17)30505-6

CPCB(2017)CPCBdirection toState Pollution control boards. http://www.indiaenvironmentportal.
org.in/files/file/direction_brick-kiln_27.06.17.pdf. Accessed 15 Feb 2018

Ghude SD, Jena C, Chate DM et al (2014) Reductions in India’s crop yield due to ozone. Geophys
Res Lett 41:5685–5691. https://doi.org/10.1002/2014GL060930

GKSPL (2014) Factsheets about brick kilns in South and South-East Asia. Greentech Knowledge
Solutions Pvt Ltd., New Delhi, India

Guttikunda SK, Calori G (2013) A GIS based emissions inventory at 1 km×1 km spatial resolution
for air pollution analysis in Delhi, India. Atmos Environ 67:101–111. https://doi.org/10.1016/j.
atmosenv.2012.10.040

Happho (2017) Quantities of building materials for 1000 Sqft house construction. http://www.
happho.com/choose-building-materials-estimate-cost-quantities-house-construction/. Accessed
15 Feb 2018

KASPL (2015) Human resource and skills requirement in the construction material and building
hardware sector (2013–17, 2017–22)

https://doi.org/10.1073/pnas.1317275111
http://www.censusindia.gov.in/
https://doi.org/10.5194/acpd-9-10101-2009
https://doi.org/10.1016/S0140-6736(17)30505-6
http://www.indiaenvironmentportal.org.in/files/file/direction_brick-kiln_27.06.17.pdf
https://doi.org/10.1002/2014GL060930
https://doi.org/10.1016/j.atmosenv.2012.10.040
http://www.happho.com/choose-building-materials-estimate-cost-quantities-house-construction/


A State-Level Methodology for Estimating Present-Day Emissions … 229

Kumbhar S, Kulkarni N, Rao AB, Rao B (2014) Environmental life cycle assessment of traditional
bricks in western Maharashtra, India. Energy Procedia 54:260–269. https://doi.org/10.1016/j.
egypro.2014.07.269

Maheshwari H, Jain K (2017) Carbon footprint of bricks production in fixed chimney bull’s trench
kilns in India. Indian J Sci Technol 10:1–11. https://doi.org/10.17485/ijst/2017/v10i16/112396

Maithel S, Uma R (2000) Environmental regulations and the Indian brick industry. Environ Pract
2:230–231

Maithel S, Lalchandani D, Malhotra G et al (2012) Brick kilns performance assessment, emissions
measurements, & a roadmap for cleaner brick production in India. New Delhi

MoEFCC (2009) Press Release. http://www.moef.nic.in/legis/ep/543_E.pdf. Accessed 15 Feb 2018
MoEFCC (2015) Press Release. http://www.moef.nic.in/sites/default/files/BrickKilns.PDF.
Accessed 15 Feb 2018

Pandey A, Sadavarte P, RaoAB, Venkataraman C (2014) Trends inmulti-pollutant emissions from a
technology-linked inventory for India: II. Residential, agricultural and informal industry sectors.
Atmos Environ 99:341–352. https://doi.org/10.1016/j.atmosenv.2014.09.080

RajarathnamU, Athalye V, Ragavan S et al (2014) Assessment of air pollutant emissions from brick
kilns. Atmos Environ 98:549–553. https://doi.org/10.1016/j.atmosenv.2014.08.075

Sadavarte P, Venkataraman C (2014) Trends in multi-pollutant emissions from a technology-linked
inventory for India: I. Industry and transport sectors. Atmos Environ 99:353–364. https://doi.org/
10.1016/j.atmosenv.2014.09.081

Shindell D, Kuylenstierna JCI, Vignati E et al (2012) Simultaneously mitigating near-term climate
change and improving human health and food security

Stocker TF, Qin D, Plattner GK et al (2013) IPCC, 2013: climate change 2013: the physical science
basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change, 1535 pp

Stockwell CE, Christian TJ, Goetz JD et al (2016) Nepal ambient monitoring and source testing
experiment (NAMaSTE): emissions of trace gases and light-absorbing carbon from wood and
dung cooking fires, garbage and crop residue burning, brick kilns, and other sources. Atmos Chem
Phys 16:11043–11081. https://doi.org/10.5194/acp-16-11043-2016

UNDP (2009) Energy efficiency improvements in the Indian Brick Industry. United Nations Devel-
opment Program. www.resourceefficientbricks.org/

UNEP (2017) The emissions gap report 2017. United Nations Environment Programme (UNEP),
Nairobi

UNEP/WMO (2011) Integrated assessment of black carbon and tropospheric ozone
USEPA (2012) Reducing black carbon emissions in South Asia: low cost opportunities
Venkataraman C, Ghosh S, Kandlikar M (2016) Breaking out of the box: India and climate action
on short-lived climate pollutants. Environ Sci Technol 50:12527–12529. https://doi.org/10.1021/
acs.est.6b05246

Weyant C (2014) Emissions from combustion technologies with a focus on brick making and in-
home cooking. Thesis, Master of Science. University of Illinois, Urbana-Champaign

Weyant C, Athalye V, Ragavan S et al (2014) Emissions from South Asian Brick Production

https://doi.org/10.1016/j.egypro.2014.07.269
https://doi.org/10.17485/ijst/2017/v10i16/112396
http://www.moef.nic.in/legis/ep/543_E.pdf
http://www.moef.nic.in/sites/default/files/BrickKilns.PDF
https://doi.org/10.1016/j.atmosenv.2014.09.080
https://doi.org/10.1016/j.atmosenv.2014.08.075
https://doi.org/10.1016/j.atmosenv.2014.09.081
https://doi.org/10.5194/acp-16-11043-2016
http://www.resourceefficientbricks.org/
https://doi.org/10.1021/acs.est.6b05246


Adaptation and its Socioeconomic
Facilitators in the Marine Fishing
Community of Maharashtra, India

Krishna Malakar and Trupti Mishra

Abstract Adaptation is crucial for countering the impacts of climatic and environ-
mental changes, and sustaining livelihood. Communities adapt to various changes
by intensifying their efforts to improve yields from their livelihood or diversifying
into other forms of profession. Various socioeconomic factors facilitate adaptation
in communities. However, facilitators of adaptation in fishing communities have
seldom been studied. This study investigates adaptation and its facilitators in the
marine fishing community of Maharashtra (in India) at two different time periods.
The study assesses three important adaptation strategies in the community: motor-
ization, mechanization, and diversification. It is found that mechanization and diver-
sification among the community have increased over time. The association between
adaptation and the proposed socioeconomic facilitators is examined through regres-
sion analysis. It is found that education, cooperative membership, and lower poverty
influence different adaptation strategies. The regression estimates broadly lead to
the acceptance of the proposed hypotheses, although different conclusions could be
made for each of the adaptation strategies in both the time periods. Understanding
these facilitators can assist in planning adaptation and developmental policies. The
findings of the study can help design state-level adaptation programs for the marine
fishing community.
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1 Vulnerability and Need of Adaptation in Marine Fishing

Ensuring sustainability of natural resource-dependent livelihoods requires adaptation
to various environmental changes. Currently, the oceans and its biodiversity are
strained by climate change, pollution, destruction of natural marine habitats and
others (Daw et al. 2009). Among these stresses, changes in climate can impactmarine
life tremendously by altering some of the physical and chemical properties of the sea,
leading to changes in distribution and population of marine species (Roessig et al.
2004). This can substantially impact yields and livelihoods of the marine fishing
sector. In South Asia, climate change is likely to decrease marine fishing yields by
up to 20% (approximately) by 2050 (Barange et al. 2014). Studies (Vivekanandan
2011; Zacharia et al. 2016) have suggested that the marine fishing sector of India is
also vulnerable to climate change, and hence needs to adapt to a changing fish catch
at the earliest to sustain livelihoods.

Adaptation to a declining fish catch involves strategies which can increase yields.
Using improved fishing gear and technology, that increase individual fish catch, can
be said to be forms of private adaptation in the community. Various socioeconomic
factors capacitate and facilitate communities to adapt. For instance, being educated
might lead to better access to information and technical knowledge, which might
help to make adaptation choices (Below et al. 2012). Similarly, having assets and
finances can enable to acquire improved technologies and change livelihood strate-
gies (Nhemachena et al. 2014). Examining the diverse socioeconomic facilitators
of adaptation can contribute immensely to designing adaptation and developmental
policies. Such assessments can help identify the important socioeconomic factors
that need to be focused upon for developing community livelihoods and adaptation.
Although marine fishing is in acute need of adaptation, the existing literature lacks
studies on understanding private adaptation strategies of fishermen and their socioe-
conomic facilitators. Hence, this study aims to assess adaptation and its facilitators
in marine fishing livelihoods in the state of Maharashtra in India.

Maharashtra is an important marine fishing state in India. Among the eleven
coastal states in the Indian mainland, Maharashtra stands fifth in its fish landings
(CMFRI 2014). But the state experienced 5.2 and 23% decline in its fish catch in
2014 and 2015, respectively compared to the past year (CMFRI 2013, 2014, 2015).
It has one of the longest coastlines and comprises of 456 fishing villages (CMFRI
2010).Adaptation to reduced yields is crucial for sustaining the livelihoods, of 81,492
families inMaharashtra, dependent onmarinefishing (CMFRI2010).Thus, this study
focuses on understanding adaptation in themarine fishing community ofMaharashtra
in India. The study examines adaptation and its facilitators at two different time
periods 2005 and 2010 to analyze any changes undergone by the community over
the years. Identifying the important facilitators of adaptation may help policy makers
to initiate state-level actions to develop the sector. The approach of the study may
also be useful to understand adaptation and its facilitators in the other marine fishing
states of the country.
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The following section describes some of the relevant literature, approach, and
hypotheses of the study. Section 3 presents the data and methods used. Sections 4
and 5 discuss the results and conclusion, respectively.

2 Adaptation Strategies and Their Facilitators

Adaptation to climate change and other environmental impacts is crucial in marine
fishing. There have been studies investigating the vulnerability (Islam et al. 2014;
Metcalf et al. 2015) and adaptive capacity (Cinner et al. 2015) of coastal fishing
communities, but private adaptation and their facilitators in these communities have
not been examined extensively in the literature. Thus, this study aims to identify
some of the facilitators of private adaptation in the Maharashtrian marine fishing
community. The available literature on marine fishing and other natural resource-
dependent sectors, such as agriculture, widely suggests that various socioeconomic
factors can determine adaptation (Deressa et al. 2009; Islam et al. 2014; Metcalf
et al. 2015). The IPCC (2001) [Intergovernmental Panel on Climate Change] also
recognizes various socioeconomic characteristics such as finances, technology, skill,
and infrastructure as important determinants of adaptive capacity. This study is an
attempt to understand the association between someof these socioeconomic variables
and implementation of adaptation strategies in marine fishing.

Education can be an important determinant of adaptive capacity and adaptation,
as it might assist in taking informed adaptation decisions (Deressa et al. 2009).
Education can improve access to information and technology (Tambo andAbdoulaye
2012). Thus, education might help intensify fishing efforts as well as diversify into
other sources of livelihoods (Rahut et al. 2014). It has been considered as an important
indicator of adaptive capacity and vulnerability in many studies (Deressa et al. 2009;
Blythe et al. 2014; Islam et al. 2014; Metcalf et al. 2015). Blythe et al. (2014)
considers education as an asset that facilitates adaptation, and the assessment further
segregates education into primary and secondary levels. This study, too, includes
different levels of education, namely primary, secondary, and above secondary to
understand their differential influence on adaptation.

Finances and other forms of economic capital help invest in adaptation technolo-
gies and strategies. It is an intrinsic part of adaptive capacity and forms an important
contributor to various composite indices representing vulnerability and adaptation
such as the Social Vulnerability Index (Cutter et al. 2003) and Livelihood Vulner-
ability Index (Hahn et al. 2009). This study has also considered economics of the
community to be a facilitator of adaptation. Studies on analyzing the determinants
of adaptation in agricultural communities have found economic variables such as
income (Deressa et al. 2009) and assets (Jain et al. 2015) to be significant for under-
taking adaptation. Poverty has also been identified as an economic limit to adaptation
in the literature (Brooks et al. 2005; Bryan et al. 2013). Thus, the economic health of
the community is represented through the percentage of families below the poverty
line in the present study. Other economic indicators, such as household income, could
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not be included in the study as data on these indicators is not available for the com-
munity at the village level.1 Poverty can hamper intensification adaptation strategies
that require financial investments. But it is often seen that poverty, an undesirable
circumstance, can drive households to diversify their livelihoods to supplement their
income (Agyeman et al. 2014).

Cooperative societies are important sources of information and credit among com-
munities. They also help to enhance social networks among community members
(Frank et al. 2011). Hence, they can play an important role in building adaptive capac-
ity (Frank et al. 2011) by improving access to information about adaptive technolo-
gies/strategies as well as finances required for the same. In Maharashtra, cooperative
societies provide credit, insurance of life and gear, and other assistance required for
fishing activities, such as supply of ice, diesel, transport, and marketing (Nair et al.
2010). Membership in these fisheries cooperatives may help fishermen to improve
their gear and fishing strategies and adapt to a lowering fish catch. These cooperatives
can aid intensification of fishing strategies. But being cutoff from such cooperatives
can prevent access to intensification opportunities and induce diversification. Thus,
this study assesses the relation between the adoption of various adaptation strategies
in the marine fishing community and the percentage of fisherfolk population having
membership in fishing cooperative.

Adapting to a declining fish catch requires improved gear to increase yield.Motor-
ized andmechanized boats can substantially improvefish catch (Reddy 2016).Hence,
fishermen generally intensify their fishing activities through motorization and mech-
anization. Diversification is also an important strategy to supplement one’s livelihood
(Hussein and Nelson 1998). Hence, this study considers the percentage of motorized
and mechanized boats (of all boats including non-motorized) and percentage of fish-
ermen who have diversified as indicators of adaptation. The study attempts to assess
the facilitators of implementation of these adaptation strategies.

From the above discussion, the present study hypothesizes the following:

H1: Education is positively associated with intensification, namely motorization and
mechanization, as well as diversification.
H2: Poverty is negatively associated with intensification, namely motorization and
mechanization, but positively with diversification.
H3: Membership in cooperative is positively associated with intensification, namely
motorization and mechanization, but negatively with diversification.

3 Empirically Examining the Facilitators of Adaptation

The present study uses village-level data for all the variables on adaptation and
socioeconomic facilitators. The required data for the study has been taken from the
Marine Fisheries Census ofMaharashtra 2005 and 2010 (CMFRI 2005, 2010). These

1This is a village-level study as described in ‘Data and Method’ section.
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Fig. 1 Map of Maharashtra (coastal districts are highlighted)

are the latest censuses. The earlier census was conducted in 1980 (CMFRI 1981) and
is not inclusive of many parameters covered in the 2005 and 2010 censuses. It also
does not provide village-level information. The 2005 and 2010 Marine Fisheries
Censuses provide district- and village-level demographic and fishing-related infor-
mation of the community in the state. Maharashtra had five coastal districts in 2005
and 2010: Thane, Greater Mumbai, Raigad, Ratnagiri, and Sindhudurg.2 This study
aims to utilize the available micro-level regional data on the community, as it can
help capture the variability in the state. Hence, the unit of analysis in the present
study is village. In 2005, there were 406 fishing villages. The number increased to
456 in 2010. But because of inconsistency in the data, 71 and 97 villages have been
deleted from the analysis for 2005 and 2010, respectively. Thus, the estimates of
2005 are based on 335 fishing villages, and findings of 2010 are from data on 359
villages. Figure 1 shows a map of Maharashtra and its coastal districts.

An overview of the data is obtained through its descriptive statistics, namely
mean, minimum, maximum, and standard deviation. Further, an independent sam-
ples t-test is used to understand the differences in means of the variables in 2005 and
2010. This is done to make comparisons between the variables in 2005 and 2010.
The test could not be done for assessing differences in higher education levels and
poverty. This is because the 2005 census provides data on population having sec-
ondary and above secondary education, while the 2010 census reports population

2At present, Maharashtra has six coastal districts including Palghar, which was earlier a part of
Thane district. It was formed in 2014.
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having higher secondary and above higher secondary education. The 2005 census
does not provide data on families below poverty line. Because of such inconsisten-
cies, comparisons could not be made for these variables. Also, independent samples
t-test is preferred over paired samples t-test as some of the villages included in the
2005 analysis are not the same for 2010. Additionally, Levene’s test for equality of
variances is conducted before the t-test. If the Levene’s test (F) statistic is significant
(p value<0.05), equality in variances is not assumed. A nonsignificant statistic (p
value>0.05) indicates equality in variance. The t-statistic slightly differs with the
assumption of equality and inequality in variance. Hence, the appropriate t-statistic
is examined in accordance with results of Levene’s test.

Fractional logit regression and corresponding marginal effects are calculated
to estimate the relationship between the various facilitators and the percentage
implementation of adaptation strategies. Fractional logit regression allows propor-
tions/percentages as dependent variables. In this study, the dependent variables are
the different adaptation strategies, that is, percentage of motorized boats, mecha-
nized boats (of all boats including non-motorized), or percentage of fishermen who
have diversified in the villages. The independent variables are the various possible
facilitators of adaptation, that is, percentage of fisherfolk population having different
levels of education (primary education in 2005 and 2010, till and above secondary
education in case of 2005, and till and above higher secondary education in case of
2010), percentage of families below poverty line (not applicable for 2005 as data is
not available) and percentage of fisherfolk population having membership in fishing
cooperative. Fractional logit regression depicts the relationship between log of odds
ratio and the independent variables. Hence, themarginal effects are also subsequently
estimated.

4 Estimates of Adaptation and Its Facilitators

4.1 Adaptation in the Community

The percentages of implementation of different adaptation strategies have changed
between the five years 2005–10 (Table 1). In 2005, a very low proportion (0.21%) of
the population had diversified. In 2010, levels of diversification increased by almost
hundred folds to 21.95%. In 2010, average percentage of motorized boats decreased,
whereas percentage of mechanization increased. The t-test (Table 2) also shows
that mechanization and diversification have significantly increased in 2010, whereas
motorization has decreased. This indicates that mechanization and diversification are
the preferred adaptation strategies in the recent time. Also, in both 2005 and 2010,
mechanization is more than motorization.

Similar observations can be made from Fig. 2, which shows the scatter plot
between percentages ofmotorized andmechanized boats in the villages ofMaharash-
tra in 2005 and 2010. Motorized boats appear to have decreased massively in 2010,
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Table 1 Summary statistics of variables

Variable Mean Minimum Maximum Standard
deviation

2005 2010 2005 2010 2005 2010 2005 2010

1. Percentage of
motorized boats

17.87 6.47 0.00 0.00 100.00 100.00 24.98 17.86

2. Percentage of
mechanization boats

33.30 43.75 0.00 0.00 100.00 100.00 36.64 38.68

3. Percentage of
fishermen who have
diversified

0.21 21.95 0.00 0.00 1.00 100.00 0.25 29.49

4. Percentage of
fisherfolk population
having primary
education

27.59 28.37 0.00 0.00 73.55 83.98 13.89 14.49

5. Percentage of
fisherfolk population
having education till
secondary (2005)
and higher
secondary (2010)

31.68 34.84 2.22 0.00 63.04 81.35 14.62 15.47

6. Percentage of
fisherfolk population
having education
above secondary
(2005) and higher
secondary (2010)

7.50 4.07 0.00 0.00 35.71 46.43 6.25 5.01

7. Percentage of
families below
poverty linea

NA 28.27 NA 0.00 NA 100.00 NA 26.48

8. Percentage of
fisherfolk population
having membership
in fishing
cooperative

11.09 16.69 0.00 0.00 53.90 70.03 12.31 18.27

aData not available for 2005; NA not available

indicated by the large cluster of points lying on the y-axis. These points represent
villages having 0% motorized boats and various percentages of mechanized boats.
Also, the 2010 plot has points mostly aligned toward the y-axis, that is, indicating
greater mechanization, whereas plot of 2005 is more spread out, representing a mix
of distribution between motorized and mechanized boats in the villages.
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Table 2 Estimates of t-test

Variable Mean in
2005

Mean in
2010

t-statistic p value Levene’s test
for equality
of variances

1. Percentage
of motorized
boats

17.87 6.47 6.87*** 0.000 Equal
variances not
assumed as F
�70.276, p
�0.000

2. Percentage
of mecha-
nization
boats

33.30 43.75 −3.65*** 0.000 Equal
variances
assumed as F
�3.034, p
�0.082

3. Percentage
of fishermen
who have
diversified

0.21 21.95 −13.97*** 0.000 Equal
variances not
assumed as F
�551.777, p
�0.000

4. Percentage
of fisherfolk
population
having
primary
education

27.59 28.37 −0.72 0.473 Equal
variances
assumed as F
�0.055, p
�0.814

5. Percentage
of fisherfolk
population
having
membership
in fishing
cooperative

11.09 16.69 −4.76*** 0.000 Equal
variances not
assumed as F
�57.590, p
�0.000

***Significant at 99% confidence level

4.2 Education, Poverty and Cooperative Membership

The average percentage of fisherfolk population who has obtained primary education
increased in 2010 (Table 1), but it is not a statistically significant change (Table 2).
Comparison of the higher levels of education is difficult for the two years. This is
because the Marine Fisheries Census 2005 and 2010 provide data on different levels
of education. The 2005 census presents data on the population having education till
and above secondary level. On the other hand, the 2010 census documents data on
population having education till and above higher secondary level. The 2005 census
also does not provide data on the number of families below poverty line. In 2010,
about 28.2% of the fisherfolk families were poverty stricken. Average membership
in fishing cooperative increased significantly by 5.6% in 2010 (Tables 1 and 2).
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Fig. 2 Scatter plot showing
percentage of motorized and
mechanized boats in a 2005
and b 2010 [Authors’
representation based on data
from CMFRI (2005, 2010)]

Thus, the data implies that only one facilitator of adaptation, namely cooperative
membership, improved over the five years in 2010.

4.3 Assessment of the Facilitators of Adaptation

The regression estimates for motorization indicate very different results for 2005
and 2010 (Table 3). The regression is significant at 99% confidence level and has a
pseudo-R2 value of 0.021 for 2005.On the other hand, the regression does not produce
any significant result for 2010. This indicates that none of the independent variables
can predict motorization, and the model is unable to explain the variability in the
dependent variable. This might be a result of low percentage as well as randomness
in adoption of motorization as a strategy in 2010. However, the estimates for 2005
indicate that secondary education having a marginal effect of 0.241 (Table 4) is
important for adopting motorization.

In case of mechanization, the regression estimates for both the years are signif-
icant (Table 3). But, the model fit is slightly better for 2010 as compared to 2005.
The pseudo-R2 values are 0.032 and 0.067 in 2005 and 2010, respectively. The
2010 estimates reveal primary education to be a significant parameter but it has a
negative coefficient signifying that it does not promote mechanization. Again, the
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Table 3 Coefficient estimates of regression models in 2005 and 2010

Motorized Mechanized Diversified

2005 2010 2005 2010 2005 2010

Percentage of
fisherfolk population
having primary
education

−1.221 −1.334 0.401 −1.568** 0.151 −0.569

Percentage of
fisherfolk population
having education till
secondary (2005)
and higher
secondary (2010)

1.677** 1.422 −1.212* −1.115* 1.825*** 2.217***

Percentage of
fisherfolk population
having education
above secondary
(2005) and higher
secondary (2010)

1.833 −1.277 −0.119 0.955 −0.489 −1.076

Percentage of
families below
poverty linea

NA 0.131 NA −1.878*** NA 0.729**

Percentage of
fisherfolk population
having membership
in fishing
cooperative

0.964 0.549 3.315*** 1.918*** −0.396 −2.089***

Constant −2.004*** −2.919*** −0.805*** 0.721** −6.732*** −1.771***

Pseudo-R2 0.021*** 0.015 0.032*** 0.067*** 0.005** 0.043***

aData not available for 2005; NA not applicable
*Significant at 90% confidence level
**Significant at 95% confidence level
***Significant at 99% confidence level

estimates of both years show that secondary education, a significant variable, nega-
tively influences mechanization. This indicates that education is not driving adoption
of mechanization. Many fishermen, who are not educated, have possibly been able to
mechanize their boats. This might have been possible through some other facilitators
of adaptation, such as availability of subsidies, loans, which have not been captured
in the study. However, being a member in cooperatives, which can be a source of
information and finances, is highly significant to have a mechanized boat in both the
years. Membership in fishing cooperative has a positive marginal effect of 0.706 and
0.430 in 2005 and 2010, respectively (Table 4). It is also found that mechanization is
more likely to be in villages having low poverty, indicated by a negative coefficient
for the same.



Adaptation and Its Socioeconomic Facilitators in the Marine … 241

Table 4 Marginal effects of the regression models in 2005 and 2010

Motorized Mechanized Diversified

2005 2010 2005 2010 2005 2010

Percentage of
fisherfolk population
having primary
education

−0.176 −0.080 0.085 −0.352*** 0.0003 −0.093

Percentage of
fisherfolk population
having education till
secondary (2005)
and higher
secondary (2010)

0.241** 0.085 −0.258* −0.250* 0.004*** 0.362***

Percentage of
fisherfolk population
having education
above secondary
(2005) and higher
secondary (2010)

0.264 −0.077 −0.025 0.214 −0.001 −0.176

Percentage of
families below
poverty linea

NA 0.008 NA −0.421*** NA 0.119**

Percentage of
fisherfolk population
having membership
in fishing
cooperative

0.139 0.033 0.706*** 0.430*** −0.0008 −0.341***

aData not available for 2005; NA not applicable
*Significant at 90% confidence level
**Significant at 95% confidence level
***Significant at 99% confidence level

Diversification, as a strategy, is possibly undertaken by population having sec-
ondary education (Table 3). Results for both the years show it to be a relevant param-
eter. In 2010, the marginal effects show that having higher secondary education has
the maximum influence (0.362) on diversification among all the significant drivers
(Table 4). This indicates that having mid-level education and qualification enhance
the probability to diversify. Fishermen having lower education might not be having
opportunities to diversify. Further, it can be observed from the estimates of 2010 that
membership in fishing cooperative has a negative association with diversification.
This indicates that not being a member in cooperatives is probably related to lower
information dissemination among fishermen about various opportunities and credit
schemes that can help intensify their fishing efforts. Thus, lower membership results
in higher levels of diversification in the villages. It is also seen that poverty and diver-
sification have a positive coefficient, revealing that poverty increases the probability
of fishermen to diversify their livelihood.
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4.4 Comparing the Facilitators of Different Adaptation
Strategies

The hypothesis (H1) that education positively influences adaptation is rejected in case
of mechanization. In case of motorization, the hypothesis is accepted with respect
to secondary education in 2005. H1 is also accepted for diversification, indicated
by its positive association with secondary and higher secondary education in 2005
and 2010, respectively. Thus, not all levels of education have significant positive
relationship with adaptation in the community. The hypothesis H1 is accepted in
only a few cases. The highest level of education, that is, percentage of fisherfolk
population having education above secondary (2005) and higher secondary (2010) is
significant for none of the cases. Thus, different levels of education can have different
extent of association with adaptation. It appears that secondary and higher secondary
education majorly increases the likelihood of diversification. This can be observed
from highly significant (at 99%) positive coefficients and marginal effects for the
same in both the years. Overall, it might be said that, apart from diversification,
education may not be much relevant for enabling adaptation through motorization
and mechanization in the community in Maharashtra.

The hypothesis (H2) regarding association between poverty and adaptation is
accepted in most cases. H2 is tested for the year 2010 only as data of 2005 is not
available. The hypothesis that poverty is negatively and positively associated with
mechanization and diversification, respectively, is accepted. The proposed hypoth-
esis defining a positive relationship between poverty and diversification does not
mean to signify that poverty is desirable for diversification. Poverty is a desperate
condition which might drive communities and individuals to multiply their sources
of income. No significant coefficient is obtained for the relationship between poverty
and motorization.

Lastly, the hypothesis (H3) about cooperative membership and adaptation is also
mostly accepted. Membership in cooperative is positively associated with mecha-
nization at 99% confidence level. But, cooperative membership is not significantly
associated with motorization leading to rejection of the hypothesis. This indicates
that mechanization, being capital intensive, might be largely supported by cooper-
atives (through provision of credits, diesel subsidies as well as financial networks)
compared to motorization. Membership in cooperative is negatively related with
diversification, again at 99% confidence level, in 2010. It is not associated signifi-
cantly with diversification in 2005.

5 Insights and Way Forward

Identifying facilitators of adaptation can help plan programs and policies to enhance
adaptive capacity. Although marine fishing is likely to be adversely impacted by
climate and various environmental changes, such studies are very limited for the
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sector. This study aims to understand adaptation and its socioeconomic facilitators
in the marine fishing sector of Maharashtra, India. Marine fishing in Maharashtra
is experiencing a declining catch, and adaptation is crucial. This study has made a
comparative assessment of adaptation in the sector at two time periods, 2005 and
2010. This has assisted in understanding changes in patterns of adaptation over time.
It is observed that mechanization of boats and diversification increased in 2010. The
percentage of motorized boats decreased in 2010. Fishermen have preferred to adapt
by mechanization and through diversification, in 2010 as compared to 2005.

Fractional logit regression is utilized to assess the association between the adap-
tation strategies and their socioeconomic facilitators. Three different adaptation
strategies are considered: motorization, mechanization, and diversification. Socioe-
conomic facilitators, namely education, poverty, and cooperative membership, are
hypothesized to be related to adaptation. The results slightly vary for the two years.
The proposed hypotheses regarding the relationship between the strategies and facil-
itators are mostly accepted. It is found that secondary education is positively related
to motorization (only in 2005). Secondary education (in 2005 and 2010) can also
influence diversification. Overall, the results indicate that education might not be a
relevant facilitator of intensification, namelymotorization and especiallymechaniza-
tion, but is important for diversification. Cooperative membership is an important
facilitator of mechanization as it is positively associated with it in both the years
2005 and 2010. Poverty is negatively and positively associated with mechanization
and diversification, respectively, leading to acceptance of hypothesis H2. Further,
low cooperative membership is related to diversification (in 2010).

The findings of the study can serve as a guide for designing state-level action plans
for improving the livelihoods of the community. Special policies and schemes focused
on the community need to be designed. Programs directed toward poverty alleviation,
improving education, and cooperativemanagement are important for capacitating the
community to adapt and sustain their livelihoods. The study is limited as it is based
on secondary data and could assess a limited number of facilitators. Future work
can involve understanding a larger set of adaptation strategies, such as change in
fishing habits, duration and a greater number of social, cognitive, and economic
facilitators. The study also could not include any variable indicating adverse impacts
of pollution, climate change, and others on declining fish catch, which might initiate
the community to adapt. This is majorly because of data as well as methodological
constraints to estimate village-level biophysical vulnerability of fisherfolk tomultiple
stresses impacting fish catch and their livelihoods.

This study provides a general understanding of adaptation in Maharashtra using a
representative village-level dataset. The findings and approach of the study can add to
the limited literature on assessing private adaptation in marine fishing communities,
particularly those located in India. Further, the approach of the study can be possibly
used for investigating facilitators of adaptation in other states of the country and
other regions.
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Biodiesel Blending in India—Analysis
of National Biofuel Policy

Sreenivas Chigullapalli, Anand B. Rao and Anand Patwardhan

Abstract Biofuels are receiving increased attention due to their potential to enhance
the energy independence in the transportation sector with simultaneous climate
change mitigation by reducing GHG emissions. Prevailing market prices for the
fossil-based diesel do not favour the production of biodiesel in India. To be able
to make biodiesel production in India a commercial success, we may need to have
strong technological base supported by policy support mechanisms. If produced sus-
tainably, biodiesel may offer a part of the solution for problems such as energy
security, import dependence for energy, rural employment generation, and climate
change mitigation.

1 Introduction

In energy and climate policies, CO2 emissions resulting from the consumption of
transportation fuels are getting increasing attention. Emissions from the transport
sector in India are rising continuously due to increases in passenger and freight
transport demand. The mitigation strategies reduce emissions

(i) By reducing distance travelled;
(ii) By shifting to more efficient modes of transportation;
(iii) By increase in fuel efficiency;
(iv) By reducing the carbon intensity of transportation fuels (g CO2/MJ).
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In global scenarios, options (iii) and (iv) form the main mitigation options (Kejun
2014).

India is heavily dependent on international markets to meet its crude oil require-
ment. Currently, India meets 82% of its crude oil demand through imports, leav-
ing the country susceptible to global price fluctuations (British Petroleum 2016).
India’s energy policy envisages moving towards more sustainable sources of energy.
In order to achieve the twin objectives of energy security and sustainable energy, there
has been increased focus on the potential of biofuels in recent times. Biofuels are
produced from renewable biological sources and are considered viable alternatives
or supplements to fossil fuels and their usage has the potential to reduce vehicular
emissions. Increased use of biofuels (which are produced within the country) also
helps in ensuring significant foreign exchange savings, besides revitalizing the rural
economy through economic opportunities across the value chain.

Transportation biofuels production has received wider attention across the globe
to make transportation energy mix less carbon intensive. But the carbon neutrality
of the biofuel depends on the inputs and processes involved in the production and
consumption of the biofuels and the fossil fuel it is substituting. Biofuels are the
traditional and versatile sources of transportation energy with renewed interest due to
its climate mitigation potential assuming CO2 neutrality and the renewable nature of
feedstocks. The rationale behind biofuel policies have been energy security, climate
changemitigation.Developing economies have also focused on the social dimensions
of biofuel value chains, indicating the inclusion of local poor for poverty alleviation
and rural development. However, ecological and social dimensions of biofuel value
chain are often overlooked or understudied.

1.1 Policies and Initiatives for Transportation Biofuels in
India

In response to combat the problem of climate change, India launched amulti-pronged
mission known as “National Action Plan on Climate Change (NAPCC)” in 2008
(Government of India 2008). During the 12th Five-Year Plan, Government of India
(GoI) added another mission “National Bio-energy Mission” to NAPCC as ninth
mission to promote and encourage a favourable environment to attract large-scale
private sector investments in bioenergy.

TheGovernment of India approved the “National Policy onBiofuels” inDecember
2009. The biofuel policy extends its support for the use of biofuels to supplement
fossil-based transport fuels (bioethanol for blending with petrol and biodiesel for
bending with diesel) with an indicative target of 20% blending for petrol and diesel
by 2020. The policy expects that biodiesel and bioethanol should be included under
the “Declared Goods” to ensure inter-state and intra-state unrestricted movement.
Biodiesel has no taxes and duties as per the national policy on biofuels (MNRE).
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As part of promotion of clean energy and safe, smart and sustainable green trans-
portation network initiatives, India’s “IntendedNationallyDeterminedContributions
(INDC)” to UN Framework Convention on Climate Change (UNFCCC) also adopts
aspirational target of 20% of biofuel blending in fossil-based transportation fuels
(UNFCCC 2015).

To avoid the conflict of fuel versus food security, the biofuel policy proposes to
raise the feedstocks on degraded or wastelands that are not suited for agriculture.
In this connection, GoI launched “National Biodiesel Mission” identifying Jatropha
curcas as suitable tree-borne oilseed for biodiesel production. An ambitious target
covering 11.2–13.4 million hectares of degraded or wasteland under Jatropha cul-
tivation by the end of the 11th Five-Year Plan (2007–2012) was expected but the
competing uses for the land did not allow for the successful implementation of the
programme (Bandyopadhyay 2015).

1.2 Transportation Biofuels in India

India provides a good market for biofuels since 82% of its crude oil is imported
from around the world in 2016 (British Petroleum 2016). It is anticipated that over
94% of its crude oil will be imported by 2030 if energy trends continue on their
current trajectory (Bandyopadhyay 2015). GoI proposes to reduce its crude oil import
dependence by 10% by 2022 in several ways:

(i) Increasing domestic production of crude oil and crude oil-based fuels;
(ii) Promoting energy efficiency in the use of fossil fuels;
(iii) Encouraging greater use of alternative fuels.

Biofuels have been an option in the basket of alternative fuels that substitute fossil
fuels. Use of biofuels in the transport sector will partly reduce the import dependence
on crude oil.

India achieved bioethanol blend rate of 3.3% in gasoline (1.1 billion litres of
ethanol blending in gasoline) in the year 2016. This higher gasoline blend rate can
be attributed to fixed fuel ethanol prices, excise duty exemptions, and surplus ethanol
availability. India imported 400 million litres of ethanol (classified as undenatured,
fuel use ethanol at a price of US$0.54 per litre) out of which 80% was from USA
(Sindelar 2017).

Ethanol blending programme (EBP) in India is likely to expand in near future but
at a slower pace because of the fuel ethanol supply deficit. The industrial ethanol
demand is partly met by international imports. The supply deficit is expected to grow
as the demand for ethanol blending is continued to rise with demand for gasoline.
Due to this effect, the gasoline blending rate in petrol has fallen to 2% (0.7 billion
litres of ethanol blending in gasoline) in the year 2017.

Although the policy environment for the promotion of biofuels in India appears
to be positive, the expected target of 20% biofuel blending in transportation fuels
seems a remote possibility. The observed blending rate for the biodiesel in India is
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Table 1 Statistics about biodiesel in India (Aradhey and Jonn 2016)

Calendar year 2010 2011 2012 2013 2014 2015 2016 2017

Production (in million litres) 90 102 115 120 130 135 140 150

Production capacity

Name plate capacity (in
million litres)

450 450 460 465 480 480 500 500

Capacity Use (%) 20.00 22.70 25.00 25.80 27.10 28.10 28.00 30.00

Feedstock use(in 1000 tonnes)

Used cooking oil 38 42 48 49 50 50 52 56

Animal fats and tallow 6 6 7 7 6 5 6 6

Other oils 50 58 65 70 75 85 85 90

Market penetration

Biodiesel, on-road use (in
million litres)

26 30 35 38 40 45 50 60

Diesel, on-road use (in
million litres)

42,625 45,520 49,343 49,354 49,605 52,239 56,111 58,422

Blend rate (%) 0.06 0.07 0.07 0.08 0.08 0.08 0.09 0.1

Diesel, total use (in million
litres)

71,041 75,866 82,23 82,256 82,674 87,064 93,518 97,371

far below the pre-decided target of 20%. The blending rate achieved during 2017 is
0.1% (Sindelar 2017). Several agronomical and economic constraints resulted in the
underachievement of the proposed targets. India is having limited production capacity
for commercial biodiesel manufacture since biodiesel has to compete with diesel for
its commercial success. Administered prices for crude oil products were heavily
subsidized, whereas biodiesel purchase price is far below the cost of production in
most of the cases.

“The demand for diesel is five times higher than the demand for petrol in India”
(Aradhey and Jonn 2016). But while the ethanol industry is well established, the
biodiesel industry is still in its initial stages of development. Since the demand
for edible vegetable oil exceeds supply, the government has decided to use non-
edible oil from J. curcas seeds as biodiesel feedstock. The growth in the biodiesel
industry has been driven by tax incentives for blending biodiesel with diesel for
energy security and climate change mitigation reasons. Table 1 shows the trend in
biodiesel production and consumption patterns in India.

1.3 Issue of Economic Viability

Before looking at the climate change mitigation benefits that biodiesel can offer,
one has to realistically assess the chances that a market for biodiesel will emerge
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in India. So far, few private farmers and corporate investors have engaged in non-
edible oil crops (mainly J. curcas). The market for biodiesel in India has not yet
emerged, because biodiesel (minimum purchase price by oil marketing companies
is Rs. 26.5/litre, but the cost of production is 20–50% higher than MPP according to
the feedstock used) is not cost competitive with conventional diesel at current market
prices (Rs. 66.5/litre, in Mumbai as on 21st Jan 2018). This is due to a number of
reasons:

i. Government of India subsidizes the price of conventional diesel, keeping it arti-
ficially low.

a. Negative externalities of using conventional diesel are not reflected in its price.
b. Crude petroleum is still outside the ambit of GST.

ii. Biodiesel production needs to be more economically viable.

a. Most of the oil-bearing crops are wild plants.
b. Untapped resources are not given priority.
c. Expected yields of non-edible oil-bearing crops have not been materialized

without inputs on dry and marginal lands.
d. Yields are higher on fertile farmlands, but non-edible oil-bearing crops yield

lowRoI compared to alternative cash crops (due to lack of clear policy support
on minimum support price, i.e. MSP for feedstocks).

e. Competing uses for the non-edible oil feedstocks making the prices of the
feedstocks higher than expected with the time.

iii. Moreover, the biodiesel blending is just a recommendedmeasure according to the
national biofuel policy, making progress in the biodiesel industry much slower.

2 Experience and Learning from Biofuel Blending
Programmes from Other Countries

Brazil has placed both regulatory and economic incentives to develop its biofuel
industry to secure captive market. It has developed its biofuel policy on a well-
established sugarcane–bioethanol industry and on an emerging biodiesel industry.
The incentives include tax breaks, accessibility to credit through financial institu-
tions and blending mandates. Despite its success from an economic and emission
reductions point of view, the social benefits of sugarcane–ethanol industry have not
been materialized. This is due to large size landholdings and improper allocation of
burdens and benefits leaving the rural poor as seasonal migrant labour working under
infeasible working environments (Bastos Lima 2013).

To balance and compensate for the imbalance created by the sugarcane–ethanol
industry, Brazil started its socially oriented biodiesel programme that promoted cas-
tor bean cultivation among smallholders and to create a synergy among contract
farming systems and biodiesel industry. This led to smallholders’ dependence on
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single crop coupled with poor implementation process led to broken contracts trans-
lating into a situation where farmers left with a non-marketable and non-edible crop.
With the creation of a subsidiary biofuel industry to engage with marginal farmers,
the distribution of high-quality seeds, changes in the contract terms to allow more
leverage to contract farmers have resulted in increasing success of biofuel policy in
Brazil (Bastos Lima 2012).

Indonesia promoted feedstock cultivation for biofuel industry on “marginal
lands”. Subsidies and tax breaks were the incentives to sugarcane and palm oil indus-
tries to produce ethanol and biodiesel, respectively. It also created a favourable legal
environment to attract long-term private sector investments and blendingmandates to
guarantee market penetration of biofuels. Despite the efforts put in, the fuel ethanol
has not been a success due to more attractive end markets for sugar industry. The
cultivation of “marginal lands” with Jatropha faced problems due to lack of viable
and established biodiesel value chain. Although palm oil-based biodiesel seems eco-
nomically viable, it has shown mixed social implications.

India’s national biofuel policy has also based upon the well-established sugarcane
agro-industry and smallholder integration through biodiesel value chains. Indian
national biofuel policy makes use of similar policy instruments such as tax breaks
and blending mandates. But unlike Brazil and Indonesia, it utilizes only sugarcane
molasses (not sugarcane juice) as a feedstock for ethanol production, due to tight
sugar supplies. In India, the bioethanol value chain has much larger participation of
sugarcane farmers. All the value addition is captured by the bioethanol industrywhile
the conditions of sugarcane farmers remain basically unchanged. Therefore, there is
hardly a socially transformative element to the Indian ethanol blending policy.

The Indian national biofuel policy, on the other hand, has promoted Jatropha plan-
tations on “marginal and/or wastelands” for promoting biodiesel blending. Realized
lower seed yields in comparison to reported yields, lack of policy support on mini-
mum support price for the seeds, lack of committed buyers led to failure of Jatropha
cultivation in India.

3 Discussion

Emphasizing on social aspects of sustainability has been a priority of most of the
developing economies. India’s national biofuel policy aimed at domestic renewable
energy production by creating employment generation. However, a careful analysis
reveals that in practice policy seem to lose its focus to rural development needs.
Biofuel policy in India has been marked by ambitious blending targets but lack clear
vision about the complexity of the value chain and grass root realities.

Governments should avoid top-down grand plans such as the Indian National
Biodiesel Mission and instead develop strategies in more participatory ways.
The careful observation of biofuel policy indicates a gap between the implemen-
tation of the biofuel value chains and the biofuel policy instruments usually adopted.
Although the biofuel policy framework to promote the biodiesel in India is very
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encouraging, experience has shown that the efforts have not translated into what
was expected on the production and commercialization fronts to meet the country’s
biofuel blending requirements. This calls for a re-examination of the biofuel policy
from various stages of the biodiesel supply chain.
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Cross-Scale Institutional Linkages
in Climate Change Responses:
An Indian Perspective

D. Parthasarathy, Yash Shethia and N. C. Narayanan

Abstract India’s National Action Plan on Climate Change (NAPCC) and its con-
stituent eight National Missions stress on devising plans for climate change action
at regional and local scales; these cater to various agro-ecological environments and
address the different socio-economic situations prevalent in these. These aswell as the
various State Action Plans on climate change envisage active involvement of local
institutions such as Panchayati Raj Institutions, Water Users’ Associations, JFM/
CFM/ FRA Committees, Van Panchayats, Village Councils, and Urban Local Bod-
ies. The importance of sub-national and local activities is stressed in Sect. 15.2.1.3
of IPCC AR 5. At the other end of the spectrum are the various high-powered com-
mittees headed in many instances by central and state ministers and advisory com-
mittees comprised of senior bureaucrats and from the scientific establishment. As
India moves ahead in implementing the NAPCC and its component mission activi-
ties, it is likely to face a number of challenges relating to how issues of institutional
linkages are handled. Our study based on critical review of the literature, assess-
ment of case studies, and field research analyzes promising institutional designs that
could facilitate cross-scale and horizontal linkages, focusing on the idea of polycen-
tric governance system as a possible solution. Effects of higher institutions on local
institutions are identified; in the process, instances of multilevel processes in the
governance of climate change issues are studied, where the boundaries and divisions
between local, national and global scales and between state and non-state actors have
been blurred and disrupted. The need to redefine the scale and scope of state action
going from a single to multiple modes of governing that reinforce and negate each
other is pointed out. The chapter will outline policy suggestions for enhancing state
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and institutional capabilities to deal with climate change impacts and identifying
new research needs.

Keywords NAPCC · National missions · Institutional linkages · Polycentric
governance

1 Climate Change and India

India is among the countries expected to be greatly and mostly negatively affected
by climate change. In an economy closely linked to its natural resource base and
a very large section of its population directly dependent on the environment for
their livelihoods, projected changes in climate that impact on water availability,
forest quality, wetlands, agriculture, and large and sensitive ecosystems such as the
Himalayas are bound to adversely affect the livelihoods of a very large section of the
people (NAPCC 2009).

1.1 Observed Changes, Trends and Impacts in India

The Asia IPCC AR4 divides the world’s most populous continent into seven sub-
regions; South Asia is characterized as being physiographically diverse and eco-
logically rich in both its natural and agricultural domains and having five of the
top twenty megacities of the world (Cruz et al. 2007: 472). The report has several
subsections and begins by highlighting current sensitivity and vulnerability. The key
climate trends, variability and extreme events in the case of India include temperature
rise, increase in frequency of hot days and multiday heat waves, extreme rain events
during the summer monsoons, reduced rainy days in some parts of country, severe
and recurrent flooding, frequent droughts, and changes in frequency and intensity of
cyclones and storms (Cruz et al. 2007).

The Asia IPCC AR4 goes on to give a sector-wise depiction of the observed
impacts looking at agriculture and food production, water resources, human health
and natural ecosystems. While the AR4 paints a general picture of a decline in the
production of rice, maize andwheat across Asia over the past few decadesmainly due
to increasedwater stress attributing it partly to an increase in temperatures, increasing
frequency of El Nino and a decline in the number of rainy days (Cruz et al. 2007),
the NMSA claims that the yields of wheat and paddy have been negatively affected
across parts of India due to the aforementioned factors (NMSA 2010).

Water shortages in India are attributed to rapid urbanization and industrialization,
the growth of population and inefficient use of water, and the changing climate is
only further aggravating the situation. The heat waves at the beginning of the twenty-
first century, i.e. from 2000 to 2006, are reported to have claimed many lives mainly
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among the poor, labourers and elderly in the states of Andhra Pradesh and Orissa
(Cruz et al. 2007).

Poverty and poor hygiene in addition to bacterial proliferation due to higher tem-
peratures in South Asia are held responsible for endemic morbidity and mortality
from diarrhoea disease. Climate-related factors such as severe floods, El Nino-related
droughts, changes in sea surface temperatures and rainfall together with non-climatic
factors such as poverty, lack of access to clean drinking water and the poor or absent
sewerage systems are reported to have led to the outbreak of infectious diseases
(Cruz et al. 2007).

Fragile ecosystems such as wetlands and coral reefs that are biodiversity rich
and economically important have been severely affected, the former affected by the
decline in precipitation and droughts and the latter due to coral bleaching triggered by
the 1997–98 El Nino event. The coral reefs of South Asia in particular are reported to
have been severely affected by the event, and a substantial area of the coral reefs was
lost. Wetland ecosystems are severely degraded and threatened due to the decline in
precipitation and droughts along with encroachment-related degradation (Cruz et al.
2007).

1.2 Projected Impacts and Vulnerabilities to Climate Change
for India

TheAsia IPCCAR4 suggests a significant acceleration inwarming forAsia overwhat
was recorded in the last century; while this varies from one sub-region to another,
South Asia is predicted to witness a warming greater than the global mean warming.
Most of the modelling done for South Asia under the AR4 suggests a decrease in
precipitation during the winter months of December, January and February. Extreme
weather events such as heatwave and excessive precipitation are projected to increase
across South Asia. There is also an enhanced risk of tropical storms and cyclones
along the coastal regions of South Asia (Cruz et al. 2007). What follows is a sector-
wise look at the projected impacts and vulnerabilities from climate change in India.

i. Agriculture, Irrigation and Food Security

Modelling exercises to assess impact of climate change on crop yields indicate a
decline of up to 30% in South Asia. Some studies indicate a decline in yield potential
of wheat and maize from between 2 to 5% for a temperature rise of 0.5–1.5 °C in
India. Rice production in South Asia could decline by 3.8% by the end of the twenty-
first century and net cereal production by 4 to 10% even under the most conservative
climate change scenario (Cruz et al. 2007).

The NMSA singles out parts of western Rajasthan, southern Gujarat, Madhya
Pradesh, Maharashtra, northern Karnataka, northern Andhra Pradesh and southern
Bihar as being particularly vulnerable. The mission document quotes information
from a research project by ICAR saying there would be a reduction in agriculture
yields of between 4.5 and 9% in the medium term leading to a fall of up to 2%
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per annum in GDP growth, and a reduction in agricultural yields by more than
25% in the long term if no adaptation measures are undertaken (NMSA 2010).
Changes in climate will not only affect crop production per unit area but also the
area of production. The Asia IPCC AR4 quoting a 2003 FAO report states that more
than 28 million hectares of farmlands in South and South East Asia will need a
substantial increase in irrigation in order to sustain productivity. For a 1 °C increase
in temperature, the demand for water for irrigation in the arid and semi-arid regions
of Asia will rise by at least 10% (Cruz et al. 2007).

ii. The Livestock Sector

The livestock sector includingmilk, meat and poultry is also likely to be adversely
affected as higher temperatures limit production of palatable grasses and herbs,
increase heat stress among the animals and affect the availability of water lead-
ing to increased incidences of disease in animals and reduced milk yields (Cruz et al.
2007). Reduction in grazing land would also indirectly contribute to a shrinking of
the livestock sector (NMSA 2010).

iii. The Himalayan Ecosystem

Glacier-fed rivers such as the Indus, Ganga and the Brahmaputra are a lifeline
for a very large section of the population of South Asia. Around 15,000 Himalayan
glaciers together form a large reservoir 12,000 km3 of freshwater. The Himalayan
glaciers are thinning and receding rapidly, and at current estimates of melting, it
is predicted that the perennial Himalayan Rivers may become seasonal in the near
future severely affecting South Asian economies creating havoc particularly in the
north-Indian plains (Cruz et al. 2007).

In addition to glacier recession, the NMSHE also lists variations in the volume
of the flow of water in the Himalayan Rivers, unsustainable ecological changes,
deforestation and degradation, biodiversity loss, creation of conditions leading to
natural disasters, and the dislocation of mountain societies closely dependent on the
Himalayan ecosystems among the possible impacts of global warming on the Indian
Himalayas.

iv. Water

India is expected to face a serious water crisis in the future; it is forecast that the
gross per capita availability of water in India will decline from around 1820 m3 per
annum in2001 to 1140m3 per annumby2050.Theprojected decrease in precipitation
during thewintermonths is likely to result in lesser storage and increasedwater stress.
Fewer rainy days with increased intensity of rainfall are predicted; this is expected
to adversely affect groundwater recharge potential as the run-off would be high and
would also increase the likelihood of floods (Cruz et al. 2007). Overall, however, a
decline in the run-off is projected for all river basins in India except Narmada and
Tapti, and a decline by more than two-thirds is predicted in the Sabarmati and Luni
river basins (NAPCC 2009). India’s ground and surface water sources particularly
along the coasts will be increasingly threatened by salinity ingress due to rising sea
levels as a direct outcome of climate change (Cruz et al. 2007).
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A listing of the most vulnerable areas in India due to the impact of climate change
on water resources reads as follows—areas that are prone to drought and flood,
coastal areas, deficit rainfall areas, areas where the groundwater is over-exploited or
in a critical or semi-critical stage, areas with water quality issues, and river basins
that are snow-fed (National Water Mission 2011).

v. Coastal Areas

Conservative estimates of sea level increases by the end of the twenty-first century
are pegged at 40 cm higher than what they are present. This is expected to swell the
number of people in coastal areas flooded each year from thirteen million to ninety-
four million. Almost 60% of the increase will happen in South Asia, and a large part
of this in India. An increase in inundation of lowlands, loss of coastal marshes and
wetlands, erosion of beaches and increase in salinity in coastal areas is likely due to
the projected rise in sea level. Moreover with an increase in the intensity of cyclones
predicted coastal areas are likely to witness a rise in loss and damage to life and
property (Cruz et al. 2007).

vi. Population Increase, Pressure on Natural Resources and Energy Consumption

India’s population is expected to reach close to 1.7 billion by 2050; in a country
with an already high population density, this is likely to result in a rise in pressure on
natural resources as demands for goods and services go up. Urbanization and indus-
trialization together with intensification in agriculture would lead to intensified land
and water use. While these phenomena are expected to substantially increase India’s
energy consumption, changes in climate will also influence energy consumption and
in turn the CO2 emissions from the region (Cruz et al. 2007).

Forestlands already affected and threatened by the demand for provisioning ser-
vices such as fuel wood, fodder and change in land use to agriculture and from the
“forces of de-greening operating across the country” as the Green India Mission
document puts it will be rendered further vulnerable due to the change in climate
(GIM 2010; Cruz et al. 2007).

vii. Migration

India would also be affected by both internal migration (Cruz et al. 2007) and
migration from neighbouring countries particularly Bangladesh and Nepal as both of
these countries are hotspots of climate change with large vulnerable populations and
India for several reasons is an attractive destination (Khaladkar et al. 2009). Internal
migration could be in the nature of sudden spikes in rural to urban migration due to a
combination of factors such as low precipitation together with depressed economic
conditions or when an extreme weather event force those caught in it to migrate
(Cruz et al. 2007). Migration from the outside could be a result of a sudden and large
influx again due to an extreme weather event or a slow and sometimes steady influx
due to gradual changes in climate in the neighbouring country/countries (Khaladkar
et al. 2009).
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2 India’s Adaptation Strategy in the Face of Climate
Change

In response to rising concerns about climate change impacts and the need to formulate
a robust strategy to address vulnerabilities arising from actual and projected impacts,
in June 2008 India released the National Action Plan on climate change (NAPCC).
The NAPCC is both an acknowledgement and response from India to the scientific
conclusions of IPCC AR4 that clearly posits climate change as a global problem
and one that holds potentially serious threats for India (EPW 2008). The opening
paragraph of the NAPCC document is in many ways a succinct expression of India’s
perspective on climate change. It acknowledges that climate change is a threat to
India’s rapid economic growth that it is not really a problem of India’s making and
yet the country must engage with the international community in order to deal with
the threat in a collective and cooperative manner, to do this India first needs a national
adaptation strategy and second the country needs to seize the opportunity to bring
greater ecological sustainability in its quest for development (NAPCC 2009).

India’s National Action Plan on climate change (NAPCC) is now almost a decade
old. Recognizing state jurisdiction over several aspects of the NAPCC particularly in
adaptive action the central government in 2010 asked state governments to develop
SAPCC.1 The objective behind this was also to bring some coherence across the dif-
ferent states in climate change responses (Dubash 2012). Critical reviews (Dubash
2009, 2013; Dubash et al. 2013; Dubash and Joseph 2016; Dubash and Jogesh 2014;
Byravan and Rajan 2013) have shown that both the national- and state-level regional
plans are characterized by unevenness and tardiness in strategizing, institution for-
mation and execution. The NAPCC envisaged the implementation of Action Plans
through a set of eight National Missions covering the areas of water, energy, habitats
and agriculture. More missions are on the anvil—focusing on coastal zones, health
and waste management. A key problem in the Action Plans and Missions pointed
out by critical studies is the lack of adequate attention to problems of institutions,
namely the need for appropriate institutional design, and the key imperative to ensure
institutional collaborations that are both cross-scale and cross-agency.

While recognizing the complexity of developing an action plan for a country as
large and diverse as India, a country with multiple social, economic and political
problems, inequality, poverty and development challenges, this paper argues that the
NAPCC as currently designed (together with the National Missions) reflects severe
flaws, loopholes and gaps that need to be addressed, so that the document can become
a living one—used by government agencies, NGOs, researchers, and the market for
strategizing their actions in the realm of climate change. The specific focus of this
chapter is on institutional problems, in particular focusing on the neglect of cross-
scale and horizontal linkages in the action plan and the missions at local, regional
and national levels. This neglect is also seen in critical assessments of the NAPCC
and National Missions, in part due to the excessive focus on mitigation, as compared

1A 12 point list of guiding principles was issued by MoEF for preparation of the SAPCC.
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to adaptive strategies that address climate risks. Where institutions are identified in
some of the nationalmissions, these are ad hoc, not geared to co-benefits, and a failure
to coordinate across institutions and sectors is evident—e.g. across water, energy,
forestry, habitat planning, industry and health. Disaster management institutions are
largely ignored. It is argued that a large country like India with a federal structure,
and the need for polycentric governance to address both top-down and bottom-up
imperatives, the design of the action plan and of missions, should take into account
the substantial theoretical and empirical work on institutions carried out by social
scientists in the broad area of environmental governance. This is especially important
in the context of state governments, district administrations and regional development
bodies increasingly coming up with their own action plans and strategies to address
climate change-induced vulnerabilities.

3 A Critique of the NAPCC

The NAPCC would not have been an easy document to write and put together (EPW
2008). It is even contended that the document was hastily written and launched
when it was, so as to ease the pressure on India from developed countries prior to
an important international summit that the Prime Minister was scheduled to attend
(Bidwai 2012). It might be more fair however to treat it as a plan that despite its
several drawbacks and limitations is a significant development coming as it did at a
time just prior to which Indian policy makers were not particularly engaging with
climate change issues seeing it as a problem not of India’s creation, and therefore,
the mitigation of which was not the country’s problem. It must also be pointed out
that its own framers admit it is an evolving document (EPW 2008).

Some of the proposed actions are new and bold, there is a renewed thrust on some
activities, and an attempt to deepen existing approaches; however, one also gets an
impression that many existing programmes and activities are being billed as actions
aimed at dealing with climate change (EPW 2008: 5). What follows is a critique
of the various missions, which is followed by a critical analysis of the action plan
from the perspective of the need to address cross-scale and horizontal institutional
linkages.

1. TheNMSA—The domain of the NMSA is vast, and agricultural activity is preva-
lent on around 46% of India’s land area (NMSA 2010) and concerns three-fifths
of all livelihoods in India (Bidwai 2012). It is both comprehensive and ambitious
and has a welcome emphasis on the need for convergence with the other NAPCC
missions. The Mission’s focus on promoting dry land agriculture too is timely
and a change from the dominant thinking among policy makers that until quite
recently viewed dry land agriculture as a lost cause. Even at their low levels
of productivity, the dry lands contribute significantly to the country’s output of
coarse cereal, maize, chickpea, pigeon pea, groundnut and soya bean (Vittal et al.
2006).
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The role of markets figures prominently in the NMSA and is in fact mentioned as
one of the mission interventions, wherein focus is on building strong farmer–in-
stitution–industry linkages as also on the setting up of food processing industries
and exports,while thismaybeokay as far asmediumand large farmers in irrigated
tracts of the country are concerned, Lele cautions that in order to build resilience
into dry land agricultural systems, these may need to be not fully plugged into
the global market as highly inter-connected systems are known to be extremely
sensitive to even minor climatic changes leading to massive fluctuations (Lele
2006).
Finally, there is the view that there is excessive focus on biotechnology-driven
interventions and given the complex nature of the effects of climate change on
agriculture it is not too certain if the choice of this path over pursuing a path of low
energy low-input agriculture based on traditional farming systems and practices
in combination with good watershed management is a sound one (Bidwai 2012).

2. The National Water Mission—The National Water Mission has a complex task
at hand, while there is no doubt that climate change will only exacerbate an
already stressed water situation in India (Cruz et al. 2007; NAPCC 2009) some
researchers point out that climate change policies themselves may adversely
impact freshwater resources and ecosystems resulting in maladaptation (Pittock
2011).
Pittock examined the national climate change policies of nine governments,
including India to see if these address the interplay between the various sec-
tors including the inevitable increase in demands for water for activities such as
energy production, carbon sequestration and climate change adaptation as also
to discern the presence of institutional mechanisms to mediate between the var-
ious demands and facilitate policy integration. An examination of the NAPCC
together with India’s Energy Policy of 2007, National Water Policy 2002, and
the 2006 Environmental Policy revealed no such attempt at integration (Pittock
2011).

3. TheNMSHE—There is little doubt that theNMSHEhas a herculean task at hand;
the Himalayas are physically vast, ecologically complex, occupy a geopolitically
delicate space and their fate is closely linked to the lives and livelihoods of a
large section of the Asian populace, the Mission does well to acknowledge that
a regional approach will have to be taken to protect the Himalayan ecosystem
from the impact of climate change (NMSHE 2012).
Within the country itself, the domain of the NMSHE is very large, and there are
twelve Himalayan states spanning the Western and Eastern Himalayas, there is a
plethora of institutions working onmultitude activities ranging from governance,
to research and monitoring of ecosystems, flora and fauna, communities and
occupations and the NMSHE through an elaborate institutional design seeks to
bring coherence and synergy to all of these (NMSHE 2010).
The mission document states that 41.5% of the geographical area of the
Himalayas in India is under forests, and it represents 47% of the very good
forest cover of the country (NMSHE 2010). The document also in different
places acknowledges that the Himalayan forests and biodiversity are vital to
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the livelihoods of the mountain communities (NMSHE 2010) and that the tradi-
tional ecological knowledge and local knowledge of forestmanagement practices
together with the participation of the local communities is vital to meeting the
Mission’s goal and objective (NMSHE 2010). However, the Mission does not
seem to acknowledge that land ownership and management in several Indian
Himalayan states is communal or commons based (Chopra and Dasgupta 2008).

4. The GIM—Unlike most of the other mission documents, the GIM was prepared
after a series of public consultations (Bidwai 2012). Also important is the GIM’s
recognition that JFM is one of the many forest-based institutions and that also
included in these are CFM groups in Orissa, Van Panchayat in Uttarakhand,
traditional village institutions and Village Councils in the Schedule VI areas, and
what might eventually emerge as the largest community-based forest institution
in the country—the Forest Committees set up under the FRA (GIM 2010). This
is a break from past approaches where JFM was sought to be promoted even
where older and resilient forest management institutions exist and which has
been discussed in some detail in the context of the Himalayan Mission above.
The Mission’s call for revamping JFM Committees and bringing these under
the ambit of the Gram Sabha to promote decentralized forest governance and
community empowerment (GIM 2010) is implicit if grudging admission that the
outcomes of the JFM programme have been far from satisfactory. However, the
Mission’s attempt to break away from past and straitjacketed approaches to forest
governance may, in fact, face the greatest resistance from the forest bureaucracy
itself (Bidwai 2012).

5. The National Solar Mission—The Mission has been described as being more in
the nature of a statement of intent of India’s commitment to harnessing renewable
energy sources (Bidwai 2012) but weak on detailing how the mission would be
accomplished (EPW 2008). Bidwai goes on to write that some of the mission’s
ideas are worthy but implementing these would require substantive experimen-
tation, going through a continuous and rigorous process of trial and error, and
innovation. Unpacking these processes and the fact that indigenous R&D would
need to be coordinated and led such that there is a significant breakthrough in
reduction of cost of materials would require “real leadership—political and tech-
nological” (Bidwai 2012).

6. The NMEEE—Some commentators hail the measures in the NMEEE as being
among themost concrete and forward looking in theNAPCC (EPW2008) and yet
others have criticized the NMEEE as having restricted its scope by not including
more energy-intensive industries to the list of the existing nine, and for being
complacent about India’s growing dependence on coal and as also for contending
that India’s efforts in reducing emissions are not going to significantly alter the
global stock of GHG till 2050 (Bidwai 2012).

7. The National Mission on Sustainable Habitat—Bidwai’s observations begin by
pointing out themission primarily dealswith urban issues excluding the habitat of
the rural people. He also says that the work of many architects and urban planners
deploying low-carbon technologies and creating less energy-intensive structures
is ignored, this when globally concrete production is estimated to contribute 5%
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of GHG emissions. He attributes these deficiencies to the preoccupation of the
Ministry of Urban Development that has authored the mission document with
“prime realty in the big cities” and accuses the authors of completely bypassing
issues related to the ecological footprint of modern urban construction (Bidwai
2012).
On the issue of promotion of urban public transport, the experience has been that
there has been more of lip service to options such as the BRTS, whereas state
action on the ground has actually been to the detriment of mass public transport,
to bolster his contention Bidwai quotes the massive investment in construction of
flyovers, the continued incentives to automobile manufacturers, and the presence
of a tax regime that taxes buses at rates twenty times higher than cars per vehicle
kilometre. Bidwai concludes by saying that while some of the recommendations
of the mission are worthy, these do not add up to together and lack a coherent
structure (Bidwai 2012).

Despite the criticism and obvious limitations, however, the NAPCC and the Eight
Missions are an important first step (EPW 2008) and the country would only have
been worse off without these (Bidwai 2012).

4 Cross-Scale Institutional Linkages in Climate Change
Responses—The Need and Challenges

TheNAPCC and its constituentMission’s stress on devising plans for climate change
action at regional and local scales catering to the various agro-ecological environ-
ments and addressing the different socio-economic situations prevalent in these.
These as well as the SAPCC envisage active involvement on the one hand of local
institutions such as Panchayati Raj Institutions including the Gram Sabha at the
village and at hamlet level, Water Users’ Associations, JFM/CFM/FRA Commit-
tees, Van Panchayat, Village Councils and Urban Local Bodies, and also speak of
leveraging Traditional Ecological Knowledge and values systems (sic) of local com-
munities in climate change action. At the other end of the spectrum are the various
high-powered committees headed in many instances by central and state ministers
and advisory committees comprised of senior bureaucrats and from the scientific
establishment; and in the case of the NMSHE also envisage some form of regional
institutional arrangement of the Himalayan Range States.

India has adopted a co-benefit-based approach to climate action, i.e. implemen-
tation of measures that address development objectives and at the same time yield
benefits for effectively addressing climate change. In keeping with this approach,
the GoI has launched a number of plan and policy development processes (Dubash
2012). There are initial indications that there will be considerable conceptual and
implementation challenges to the national- and state-level action plans. A foremost
challenge would be to address the linkage between development actions and their
climate aspects. In addition to working around issues of financing actions, there are
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likely to difficulties in implementation of several actions where jurisdictions of the
central and state governments and local authorities overlap. As Dubash aptly put it
“climate change will have to be integrated as an objective within an already littered
institutional landscape.” (Dubash 2012).

The emergence of domestic climate policy will in all likelihood pose significant
governance and coordination challenges, and the country has already begun to grap-
plewithmainstreaming climate concerns into sectoral policies; this integrationwhich
is still in its nascent stages will inevitably give rise to new institutional complexities
and politics which nonetheless is welcome as it heralds a deeper engagement with
climate change concerns within the country (Dubash 2012).

Centralised authority is in recent decades giving way to authority being dispersed
across multiple centres. A basic premise of the move away from unitary government
is that there is greater flexibility in the dispersion of governance across multiple
jurisdictions than in the concentration of governance in one jurisdiction (Hooghe
and Marks 2001).

Coming to the issue of shaping global environmental governance Betsill and
Bulkeley (2006?) posit that the local too is an important site that influences the former
and that the multilevel governance approach characterized by the links between
vertical and horizontal jurisdictions is better placed to grasp the social, political
and economic processes that shape global environmental governance (Betsill and
Bullkeley 2006).

Decades of work on common property has increasingly proven that the tradi-
tional “command and control” mechanisms relying either on state control or private
holding of resources are unable to deal appropriately with the complexities of linked
social–ecological systems (Bisaro et al. 2010). Thus for themanagement of resources
such as fisheries, forests, grazing lands, watersheds, wildlife, protected areas among
others to be effective requires the involvement of multiple parties (Berkes 2009).

There are now increasing instances of multilevel processes particularly in the
governance of issues such as climate change where the boundaries and divisions
between local, national and global scales, and between state and non-state actors
have been blurred and disrupted. It is also true however that a multi-governance
perspective does not necessarily mean a weakened state, it is nonetheless about
redefining the scale and scope of state action, going from a single to multiple modes
of governing that reinforce and negate each other (Betsill and Bulkeley 2006).

It is unlikely that nation states would be able to meet the international commit-
ments they have made on addressing environmental problems including that of cli-
mate change without explicitly engaging actors at the sub-national levels (Betsill and
Bulkeley 2006). Knowledge and information of the local situation are best available
with institutions at that level, whereas the state has the vantage of a broader jurisdic-
tional and spatial scale and access to a variety of tools and techniques that are not
available to local institutions (Berkes 2009). Ostrom, in the context of community-
governed natural resources wrote that local- and small-scale institutions may be very
effective in delivering on many aspects of sustainable development but would in
the absence of support from large-scale and higher-level institutions be faced with a
threat to their long-term sustenance (Bulkeley and Betsill 2005).
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The management of ecosystem services and human well-being is an information-
intensive process, in fact, the knowledge of ecosystem dynamics and state of
resources—availability, abundance, trends, etc.—is dispersed across local-, regional-
and national-level actors. Social–ecological systems may respond and behave dif-
ferently at different scales, and it is unlikely that any single agency harbours all the
knowledge and resources required to effectively manage these (Berkes 2009).

When the density of institutions operating in a social space increases so would
the interactions between them, in fact, these interactions would inevitably affect
the performance and robustness of these institutions. Institutions interact with each
other both horizontally, i.e. at the same level of social organization and vertically for
instance between local systems and national systems. Efforts to build linkages and
connections between institutions may be pursued to meet collective goals, enhance
institutional effectiveness and/or integrate/nest smaller institutional systems into
larger comprehensive arrangements2 (Young 2002).

Berkes lists six effects of higher institutions on local institutions, these being
(Berkes 2002):

1. Centralization of decision making, meaning local norms of management are set
aside in favour of centralized decisions on management,

2. Shifts in systems of knowledge, i.e. when scientific management systems replace
traditional and intuitive knowledge systems,

3. Colonization when local institutions are dismantled to create revenues for the
state, an example being when India’s colonial government took control over
forests and grazing lands,

4. Nationalization of resources, meaning disempowering or reducing the power
and influence of local institutions with the ostensible purpose of managing or
protecting resource/s better,

5. Increased participation in markets, enabling entry of bigger and more resource-
ful players into domains that were hitherto restricted to local and smaller play-
ers/institutions in order to cater to increased and remunerative market demands,

6. Development policies, i.e. when state policies aimed at development and often
supported by multilateral institutions or international development aid agencies
disrupt local institutions and their land-use practices.

Certain levels of interventions by higher institutions may also serve the purpose
of reviving and strengthening local institutions, among these being state recogni-
tion of local-level institutions through enabling legislation. Higher institutions may
even assist local institutions by assisting in their cultural and political revitalization,
through capacity building and by creating a favourable environment for institution
building (Berkes 2002).

Field studies on climate change undertaken inNepal andBangladesh corroborate a
lot of what Young (2003) and Berkes (2008) have to say about interactions between

2Ostrom (2005) describes this as a whole system at one level being a part of a system at another
level. Such nested sub-assemblies of part-whole units in complex adaptive systems have also been
referred to as holons by Arthur Koestler.
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local- and higher-level institutions and hold out significant lessons for India. The
field study of communities living in high altitude areas, the middle hills and the
Terai region in Nepal revealed that on the whole the changes in climate and the
impact of these observed by them did not vary significantly from those that were
revealed in the IPCC AR4 report. The authors express the concern that even as
the higher institutions in Nepal take time to build knowledge on meaningful action
for adaptation and mitigation and develop the means to effectively communicate
this knowledge, the peoples’ knowledge built on continuous observation- and area-
specific interpretation may be ignored which could lead to highly adverse outcomes
(Chapagain et al. 2009).

The study in Bangladesh, on the other hand, concluded that in the absence of
information or inadequate information and capacities, poor rural farmers remained
stoic when faced with climate hazards, the study also expressed that the traditional
knowledge in the face of rapid climate change may soon prove inadequate and would
be lost if not supplemented with scientific training by higher institutions. The author,
however, added that the training by the higher institutions would have to be done
using simpler conceptual structures as even communities trained by NGOs about
climate change-related hazards were not able to fully comprehend and therefore
utilize the knowledge they had been exposed to (Wachinger 2010).

Scientists, decision and policy makers in the face of growing natural disasters,
extremeweather events, economic and political crises and long-term changes such as
those in demographic and climate are rethinking the traditional predict and control
regime approach to consider alternative approaches. Pointing out that there is no
panacea or single blueprint nearly all of them call for applying a diagnostic approach
and undertaking institutional experimentation to enable learning and arrive at an
institutional design suited to a specific context. Both Berkes and Ostrom lead on to
some promising institutional designs that could facilitate interactions across scales;
while the former calls these cross-scale linkages, the latter refers to the polycentric
governance system.

1. Co-management Arrangements between Communities and Governments—A
cross-scale institutional linkage that connects local-level management/users with
government level through a formal power-sharing arrangement. Examples cited
include those of JFM, to the implementation of the rights to resources of indige-
nous peoples in the United States, Canada, New Zealand and Australia. One
reason for putting in place such institutional linkages could be legal but another
reason for the growing interest in co-management initiatives is because these
enable the leveraging of the strengths of both the local institution and the higher-
level institution and doing away with the weakness of each.

2. Multistakeholder bodies—A related form of cross-scale linkage, multistake-
holder bodies are not always easily distinguishable from co-management insti-
tutions but what does set them apart is that these link multiple user groups and
interests, local and regional with the government, and provide a platform for
conflict resolution and negotiations among users. The criticism is that multi-
stakeholder bodies can become highly diffused with all kinds of stakeholders
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becoming a part and reducing its efficacy allowing governments’ to use these as
a mere discussion forumwithout conceding any real shared management respon-
sibility (Berkes 2002).

3. Development, Empowerment, Co-management Arrangements—What distin-
guishes this form of cross-scale linkages is the emphasis on community develop-
ment and empowerment where co-management is an incidental outcome. Often
such an arrangement also includes the involvement of NGOs or other institutions
with a capacity building role. There are likely to be both horizontal and verti-
cal cross-linkages. The potential for transmitting the development-empowerment
experience at a horizontal level from one local institution to another makes this
arrangement an attractive one (Berkes 2002).

4. Citizen Science—A few examples of this kind of cross-linkages are the environ-
mental stewardship groups of Canada, regional associations for watersheds and
lake quality in Sweden; many of these initiatives are from industrially developed
countries that have robust civil society traditions and well-developed environ-
mental movements but can also count among them the people’s science move-
ments of Kerala. These are characterized by citizen action for environmental
management, and through the involvement of environmental NGOs, as also the
tendency to use a mix of scientific knowledge with local observations (Berkes
2002).

5. PolicyCommunities andSocialMovementNetworks—Cross-scale linkages con-
necting local-level issues with the regional and international agendas. These
could be in the nature of epistemic communities comprising scientists, govern-
ment experts, and NGO representatives who share principled beliefs, notions of
validity and policy goals that cut across political and administrative boundaries.
An example cited is that of the Mediterranean Action Plan that was arrived at
through the work of such an epistemic community that included representatives
from nations that were otherwise in conflict. Some therefore also consider epis-
temic communities as a subset of policy communities. The role of NGOs once
again comes to the fore as these institutions take on functions that states are
unwilling or are unable to take on.

6. Polycentric Governance System—Ostrom refers to the polycentric governance
systemwhereby citizens organize not just one but several governing mechanisms
at differing scales. Each institution has considerable independence to devise and
apply norms and rules within a well-defined geographical domain. While the
mandate of some may be of general purpose governance others may have niche
areas of involvement and engagement. All of these are nested in several levels
of general purpose governance. In a polycentric system while local institutions
would exercise some authority to determine how a particular resource should be
governed and used, they would also benefit from the learning and experiences
of peer institutions through horizontal linkages, as also be checked by the larger
general purpose governance structures should they (local institutions) be affected
by problems such as local tyrannies and inappropriate discrimination. Also, a
polycentric system would enable a desirable blend of scientific inputs with local
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knowledge as larger knowledge-generating institutions are able to effectively
link with multiple local and smaller institutions (Ostrom 2005).

A policy brief prepared by Capri suggests that in order to identify appropriate insti-
tutional arrangements for effective responses to climate change, it may be useful to
keep in mind both the spatial as well as the timescales. Through the use of exam-
ples, the policy brief illustrates the domain of the various institutions and how these
may optimally interact, for instance, decisions at the level of an individual farmer to
plant a drought-resistant variety of seed would require action at the level of higher
institutions to produce the new varieties of seeds and to set in place mechanisms for
their distribution. At the hamlet or village level, higher-level institutions could pro-
vide local institutions with technical, financial and/or material resources for effective
responses and action, for instance assisting a group of farmers in building, operating
and maintaining a source of irrigation. The building of horizontal linkages becomes
more important further up in the national scale as higher-level institutions engage
with each other in national and global interactions and negotiations, though local
institutions through what Berkes calls Social Movement Networks may seek rele-
vance and clout at both these levels (Meinzen-Dick et al. 2010).

The policy brief also recommends that institutional arrangements should be
designed keeping in mind the timescale. For instance, some institutional arrange-
ments may need to come into play only at the time of an extreme weather event and
till its immediate aftermath is dealt with and not all the time. On the other hand, some
climate impacts as also the response mechanisms may unfold over a few years and in
some cases over an even longer time horizon. The authors point to the significance of
property rights especially when there is a time lag between an action and its outcomes
for instance efforts in ecological restoration (Meinzen-Dick et al 2010).

In a report prepared for The World Bank, Agarwal et al. (2012) examined closely
issues of institutional capacity and cross-scale institutional coordination. The study
found that cross-scale relationships are vital to local institutions, particularly for
effective local adaptation. It was found that just as in India some national-level effort
had andwas beingmade to improve the country’s response to climate change through
current development strategies but missing in many cases was the link between
the local-level adaptation processes set in motion by the local communities and
the national-level plans. The study once again highlighted what has been stated
earlier in the section that local responses are likely to be limited and inadequate
in the face of risks posed by climate change unless these are supported by larger
institutional responses in the form of information, capacity building and material
resources (Agarwal et al. 2012).

The study also found significant gaps between higher institutions at the horizontal
level which in turn adversely affected the response and coping capacities of the local
institutions. The failure to share information, coordinate and closely interact at the
horizontal level both at the level of local and higher institutions results in available
knowledge and resources being underutilized and worse still result in advise and
directives to local institutions that may be at cross-purposes. Despite the important
role that local institutions could play, they were not well connected to higher-level
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institutions. The authors thus conclude that given this scenario all of this would result
in an institutional response to climate change that falls short of what is theoretically
possible (Agarwal et al. 2012).

As itmoves ahead implementing theNAPCCand its componentmission activities,
India is likely to face similar situations and challenges; how issues of institutional
linkages are handled will greatly influence India’s ability to address and deal with
its climate change challenges.

NAPCC and SAPCCs are action plans that are conceptualized in this paper as
policies, as documents which lay the ground and offer a framework for conceptu-
alizing climate change, thinking about problems of mitigation and adaptation, and
identifying the key sectors which need to be transformed to work towards mitigation
and adaptation goals. Thereby, the action plans also, directly and indirectly, come up
with an institutional and governance framework for addressing climate change. Any
critical assessment of climate governance in India has to adopt a ‘policy process’
perspective; the attempt here is to regard policy process as strongly related to broader
discourses on a problem or issue and hence subjected to the influences of multiple or
dominant public discourses on a theme. From a strategic knowledge viewpoint, link-
ing the NAPCC to broader discussions of institutional linkages can yield significant
benefits for the effectiveness of knowledge utilization in enhancing the efficiency of
implementation of the action plans on climate change.
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Economic Assessment of Climate
Mitigation Pathways (2015–2050)
for the Brick Sector in India

Priyanka Jajal, Kushal Tibrewal, Trupti Mishra and Chandra Venkataraman

Abstract India is the second largest producer globally, of fired brick in traditional
kiln technologieswith 250million bricks produced yearly.Amongst different sectors,
brick production is an important contributor to several SLCPs like black carbon, and
ozone precursors like non-methane volatile organic compound and carbon monox-
ide. This report presented develops and evaluates the evolution of SLCP emissions
from India, during 2015–2050, from the brick sector, under two different scenarios
of diffusion of cleaner technologies and practices, compared to that under a refer-
ence scenario. Net emissions of SLCPs from India in 2015 from the brick sector
are estimated at 422.89 GT CO2 eq. (using GWP-20). Total achievable mitigation
of SLCPs in 2050 is 25% under a promulgated policies scenario, while it is 80%
under a prospective policies scenario. Mitigation strategies of brick industry require
shift from traditional burnt bricks to introducing higher use of unburnt bricks. A
cost–benefit analysis shows that SLCP mitigation cost is as low as 59 Rs./tonne of
CO2 eq., which is significantly lower than those estimated for GHG mitigation in
India. Actions reducing emissions from brick industry require shift towards manu-
facturing of unburnt bricks which also reduce warming of the atmosphere and benefit
public health.

P. Jajal · K. Tibrewal · T. Mishra · C. Venkataraman
Interdisciplinary Program (IDP) in Climate Studies, Indian Institute of Technology Bombay,
Mumbai 400076, Maharashtra, India
e-mail: Jajal.priyanka@gmail.com; 154406005@iitb.ac.in

K. Tibrewal
e-mail: kushalarts@gmail.com

C. Venkataraman
e-mail: chandra@iitb.ac.in

T. Mishra (B)
Shailesh J. Mehta School of Management, Indian Institute of Technology Bombay,
Mumbai 400076, Maharashtra, India
e-mail: truptimishra@iitb.ac.in

C. Venkataraman
Department of Chemical Engineering, Indian Institute of Technology Bombay,
Mumbai 400076, Maharashtra, India

© Springer Nature Singapore Pte Ltd. 2019
C. Venkataraman et al. (eds.), Climate Change Signals and Response,
https://doi.org/10.1007/978-981-13-0280-0_17

273

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0280-0_17&domain=pdf


274 P. Jajal et al.

Keywords SLCP ·Mitigation policy · Scenario analysis ·Mitigation cost
Bottom-up approach

List of Abbreviation

AIM Asia-Pacific integrated model
BTK Bull’s trench kiln
CBA Cost–benefit analysis
CCAC Climate and clean air coalition
CEA Cost-effective analysis
CGE Compound general equilibrium
CH4 Methane
CO Carbon monoxide
CO2 Carbon dioxide
GHGs Greenhouse gases
GWP Global warming potential
HFCs Hydrofluorocarbons
LPG Liquefied petroleum gas
NMVOC Non-methane volatile organic compound
NOx Nitrogen oxides
PM Particulate matters
SLCPs Short-lived climate pollutants
SO2 Sulphur dioxide
VSBK Vertical shaft brick kilns

1 SLCPs—An Underlying Opportunity for India

Global warming is a pressing issue in the current world, where the source of the prob-
lem is the greenhouse gases (GHGs) to be blamed. However, the recent research has
found that there are two types of pollutants which cause warming of the atmosphere:
one the GHGs and the other the short-lived climate pollutants (SLCPs) (Victor et al.
2015). As the name suggests, SLCPs have a shorter lifespan in the atmosphere com-
pared to the GHGs. GHGs can be present in the atmosphere for as long as 100 s of
years, whereas SLCPs have a lifetime in the range of days to weeks and maximum
of 14 years for methane (CH4). SLCPs are unique as they exert warming and cooling
to the atmosphere, along with which they also cause health problems to humans.

SLCPs are a number of pollutants including, methane (CH4), hydrofluorocarbons
(HFCs), particulate matter (PM), sulphur dioxide (SO2) and stratospheric ozone
(UNEP 2014; Mass and Grennfelt 2016). Specific contents of particulate matter
such as organic carbon and black carbon are of utmost importance as they exert
negative and positive warming to the atmosphere, respectively. On the other hand,
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stratospheric ozone cannot be found directly in the atmosphere, and a combination
of various other pollutants result in ozone formation. Such pollutants include, car-
bon monoxide (CO), volatile organic compounds (VOCs) and nitrous oxides (NOx)
(Victor et al. 2015). The SCLPs exert higher warming or cooling than CO2 for a
shorter period, making them important to curb the temperature changes in the short
run. Moreover, SO2, PM and CO are the local air pollutants, impacting human health
in various manners. Hence, SLCPs have double-fold effect and curbing them would
not only clean the air, but also reduce warming of the atmosphere.

India is oneof the prominent emitters of SLCP in theworld,with emissions coming
from residential cooking, agriculture burning, brick manufacturing and transport
sector (CCAC 2015; Venkataraman et al. 2016). The mitigation strategies are being
laid out by CCAC for SLCP mitigation; however, India is not an active partner in
the coalition making it difficult to channelize the resources. Residential cooking
stoves are inefficient and use fuelwood, instead of liquefied petroleum gas (LPG)
and other energy-efficient fuels. However, the issue of residential cooking is diverse
and concerns individual in every household, which makes it difficult to reach the
extent of people to sensitize towards the same. Moreover, the economic cost for such
a change may not be huge for a country, but an individual may not have the financial
capacity to make the shift as India is a developing country with many living under
poverty line.

Similarly, SLCPs from transport sector are being taken care of by advancements
in vehicles efficiency improvements; however, they require monetary investment at
the individual level. The personal choices are difficult to be restricted, especially in a
country like Indiawhere the population is huge and the economic status of individuals
are diverse.Moreover, initiating public transport and encouraging the use of the same
has already been promoted by the government. Another scope for SLCP reduction
lies in the agriculture waste burning, where the waste from current harvest is burned
to prepare the soil for the next harvest. Similar to cooking practices, agricultural
practices are part of the culture for individuals, requiring change which demands
financial investments along with the habitual change. Various small-scale studies
have been undertaken regarding the above-mentioned issues (Ramanathan andParikh
1999; Reddy and Venkataraman 2002; Venkataraman et al. 2010; Sadavarte and
Venkataraman 2014; Busby and Shidore 2017); however, a country-wide success
story is difficult to find under the literature.

Brick manufacturing is one of the major SLCP emitting sectors considered for
mitigation under SLCP literature (USEPA 2012; CCAC 2015; Ministry of Environ-
ment Forest and Climate Change Government of India 2015). The literature does not
estimate the emissions or potential mitigation opportunities available in brick pro-
duction; however, it is widely stated that the emissions from firing the fuel to bake
bricks emit SLCPs. Hence, the study looks into the present emissions and mitigation
potentials of the same in India. Firstly, brick manufacturing is an industry which is
currently unregulated in India, where the industrial regulations do not apply except
for a few with emission standards and technology upgradation (Ministry of Envi-
ronment Forest and Climate Change Government of India 1986). The regulations
have set emission standards restricting emissions of sulphur dioxide and particulate
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matter. Moreover, national brick mission has been launched to guide the progress
of the industry (Bhushan et al. 2016). Such control over the industry gives room for
policy guidelines and progress of the brick industry.

This section highlighted the importance of studying the brick industry, especially
as a mitigation measure. Section 2 introduces brick industry in India, production
technologies and current trends in the same. Section 3 is the tools of analysis, where
the methodology adopted to develop the chapter is discussed along with the scenario
description of each one of them. After which, the prospective futures of the brick
industry are discussed in Sect. 4 alongwith the cost analysis. Finally, the implications
of the chapter and its implications for the policy development are described under
Sect. 5.

2 Brick Industry in India

The bricks have been one of the prominent building materials since the history of
buildings. Along with the increasing building structures, brick production has also
been growing in India, making India the second largest producers of bricks after
China. With the production coming from about 100,000 kilns across the country,
total production of bricks was 250 billion in 2015 (Lalchandani and Mithel 2013;
Rajarathnam et al. 2014). The kilns are located in the large cities such as Delhi,
Kolkata and Mumbai, with the spread across adjacent states. Moreover, the states
of Assam, Karnataka and Tamil Nadu also have spread of kilns around the cities
(Maithel 2003).

Bricks have traditionally been produced using sand moulds fired at a higher tem-
perature to develop into a hard cakewith the resistance power. However, the advance-
ment in construction material has led to cement blocks which are produced from
hardening cement into desired shape and size. The modern bricks do not require
any firing and hence less energy consuming option for production of bricks. Fired
and non-fired bricks such as cement blocks are the two market-available categories
of bricks in the world. However, in India, non-fired bricks have not picked up yet
due to unavailability of the bricks and lack of awareness about the option. In the
megacities, the non-fired bricks are seen to have made an appearance in recent times;
nevertheless, the extent of the same is negligible.

Looking at the fired bricks, they are produced in two types of kilns: one which
runs intermittently and the others which are continuous. Intermittent kilns prearrange
the bricks and fuel mix to be fired, which runs in a batch (Kumar and Maithel 2016).
Once one batch of bricks is fired, the next one is arranged and fired and so on. Clamps
are the prominent kilns which use this technique in India, with the share of 25% of
total production. However, such arrangements are low in efficiency and lead to higher
emissions. Moreover, as there is no structure required for this arrangement, control
of emissions is also not possible, making it one of the dirtiest technologies.

The continuous kilns are the ones where the firing of bricks and staking of wet
bricks is done simultaneously at different ends of the kiln. This type of kilns has a
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boundarywall in an oval shape that guides the flow of the currently firing, loading and
unloading bricks. Such a kiln allows for a guided flow of flue gases, making it pos-
sible to provide a chimney and possible emission reduction measures. Bull’s Trench
Kiln (BTK), zigzag firing and Vertical Shaft Brick Kiln (VSBK) are the continuous
type of kilns with the share of 66%, 8% and 1% of total production, respectively.
The continuous kilns have higher fuel efficiency than clamps with varying emissions.
BTK has the lowest fuel efficiency and higher emissions compared to other contin-
uous kilns. Zigzag firing is a modified version of BTK, where the flow of firing and
flue gases are guided. It is evident that zigzag firing is more efficient than BTK as
well as less polluting. VSBK, on the other hand, is most efficient and lowest pollut-
ing technology amongst the continuous firing category (Kumar and Maithel 2016).
Continuous firing kilns can install an air pollution reduction device in the chimney to
reduce the pollution; however, for the GHG emission, no such measures are possible.

As mentioned earlier, the construction activities have been increasingly demand-
ing more brick production year after year. The current trend shows an increase of
6.6% per annum of brick production since 2012, which is expected to continue in the
near future (Bhushan et al. 2016). Such a growth rate is evident as the construction
requirement in present and the future is going to increase with increasing population
and income. Considering the fuel consumption, due to fired brick use, coal is used
around 35 million tons (MT), which is 15% of the total industrial coal use. The emis-
sions from coal have not been estimated; however, it is expected to be huge. CCAC
is one of the coalitions working on SLCP emission mitigation opportunities, which
identified brick production in South Asia as one of the key sectors (Valdés 2016).
Specifically, in India, the brick manufacturing is expected to grow in the future at
a similar rate. Hence, there is potential for SLCP mitigation by adopting various
standards of emissions and technology shifts.

This chapter delves into brick production in the future, where similar growth rate
of production is assumed. However, the technology distribution in the current state
is not energy efficient and leads to emissions, which can be reduced by shifting to
the better-fired technologies or non-fired technologies. Such trends are difficult to
determine especially when the current government rules do not show encouragement
towards non-fired bricks. A variety of future scenarios are possible in such cases,
from which the best economically and environmentally friendly measure should be
adopted while forming a policy. Hence, the next section explains a set of possible
scenarios for brick manufacturing.

The mitigation of emissions requires investments in monetary terms from the pro-
ducers. Hence, an economic analysis has also been proposed. The economic analysis
has been performed in two ways under the existing literature, namely cost-effective
analysis (CEA) and cost–benefit analysis (CBA). CEA values costs in monetary
terms with benefits in ‘physical’ units, which is used to analyse a policy outcome in
an economy. On the other hand, CBA calculates costs in monetary terms and benefits
in economic terms where various market approaches with the broader definition is
adopted. In CBA, benefits are called ecological benefits which incorporate environ-
mental, health and livelihood improvements into account. However, CBA requires
an empirical study on the quantification of the benefits achieved by the mitigation,
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which could be an extension of the current study. CEA analysis gives a cost which
can also be called mitigation cost in the climate change analysis. The mitigation cost
comparisons between the literatures determine the priority of an action/policy mea-
sure based on the cost minimization principle. Hence, in the present study, only the
CEA approach is used for the economic analysis where costs are derived in monetary
units and the benefits are derived in physical units of CO2 equivalent.

3 Tools of Analysis

A sectoral analysis has been studied using various approaches such as top-down
and bottom-up. Top-down approaches equate demand and supply of the product
in the given economy. Such models base their assumptions on an economy where
consumers and producers play a key role in achieving the future equilibrium. Com-
puted general equilibrium (CGE) is one such model, which has been used widely
for issues related to climate change with the aim to assess policy changes (Farmer
and Steininger 1999; Xu and Masui 2009; Antimiani et al. 2015; Li and Jia 2016).
On the other hand, bottom-up approach aggregates information at the plant level to
project future emissions with the information such as the addition of new plants and
capacity expansion in mind. Various application of the approach has been seen in
the literature; however, the most popular models include MARKAL (Sulukan et al.
2010) and Asia-Pacific integrated model (AIM) (Wen et al. 2014).

In the current study, various information has been drawn at the national level
such as total production and the share of each technology. Current emissions and
future emissions are derived using technology-wise energy requirement and emission
factors. Such an approach uses plant-level information of technology, energy used
along with emissions to build it up to a national aggregate level, which signifies it
as a bottom-up approach. The flow chart shown in Fig. 1 explains the methodology
adopted for each scenario generation where firstly the yearly production of bricks
is divided into the technology-wise production using a share of each one. From the
number of bricks produced, the energy required for production is calculated using
specific energy and calorific value of the fuel. The fuel used in India is assumed to
be a mixture of coal and biofuels from the waste, as the primary survey of brick
kilns signifies use of mixed fuels across the country (Weyant et al. 2014). Emissions
of each type of pollutant are then calculated using emission factor of that pollutant
for a particular technology. Total emission from brick industry has been derived by
summing up the emissions from each individual technology for that year.

For the purpose of this study, 2015 is taken as a base year with the analysis period
from 2015 to 2030 and then from 2030 to 2050. 2030 has been chosen as a mid-point
of the analysis, where various policieswould be revised andmodified according to the
requirement. Three scenarios have been developed: the first one being the reference
scenario based on which the other two are assessed. Second is Promulgated Policies
scenario where the existing policies are applied rigorously in the sector. Finally, the
third is prospective policies scenario in which the targets of the current policies are
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Fig. 1 Emissions calculations for brick manufacturing using specific energy (SE) and emission
factor (EF)

achieved earlier and new policies are formed with even more commitment towards
the emission reductions. Under each scenario, production growth rate is assumed to
stay constant at 6.6% per annum following the current trend.

However, the technology share is assumed to change in each scenario, which is
illustrated in Fig. 2. BTK and clamps contribute highest to the overall brick emissions
in 2015, as the share of these technologies is highest. The cleaner technologies, such
as zigzag, hollow bricks, and non-fired bricks only account for 3% of the total bricks
production. The government of India has approached the issue of brick emissions by
incorporating the shift from moving chimney BTK to fixed chimney BTK (CPCB
2017).Alongwith this, the producers are encouraged to convert fromBTKs to zigzag,
which are less polluting due to high energy efficiency acquired in the design. Hence,
the reference scenario assumes pursuance of the similar trend with the highest share
of production coming from clamps and BTK combined at 70% in 2030 and slowly
reducing to 40% in 2050.

The other two scenarios have been inspired from the literature along with changes
deemed required (Venkataraman et al. 2017). ThePromulgatedPolicies have vouched
towards high-efficiency fired kilns for the short term (2030) with effectively growing
the share of non-fired bricks in the long run. The share of BTK and clamps reduce to
25% by 2050, whereas non-fired bricks would have 45% of share in total production.
The high-efficiency fired bricks would have amoderate share of 30%by 2050. Lastly,
prospective policies are assumed to promote non-fired bricks in the short term at a
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Table 1 Operational and capital costs of brick manufacturing technology-wise, converted into
Rs./1000 bricks

Operational cost 
(per 1000 bricks)

BTK Clamps
Zig-zag 
firing

VSBK
AAC 

(non-fired)
Fuel 416 850 240 182 0 
Electricity 0 0 12 9 133 
Raw material cost 0 0 0 1855 980 
Frieght in 115 370 137 137 90 
Freight out 115 370 13. 137 90 
Maintenance cost 37 8 54 52 9 
Labour cost 20 48 24 1 3 

Total Operational 
Cost

705 1646 604 2374 1306

Capital Cost
Capital Cost 3250000 250000 3900000 20000000 10000000
Years of operation 25 25 25 25 25 
Annualized capital 
cost 502773 38675 6d03328 3095975 1547988 

Total Annualized 
Capital Cost (per 

1000 bricks)
84 19 121 619 103

Total cost (per 
1000 bricks) 789 1665 725 2993 1409

higher rate compared to the fired bricks. Awareness regarding the air pollution and
emission standards is assumed to play amajor role in the shifts, alongwith the climate
change awareness. By 2030, the share of fired bricks is assumed to reduce drastically
to 60% compared to 100% in 2015. Moreover, the trend is assumed to intensify with
the share of non-fired bricks at 70% by 2050, where the dirty technologies such as
clamps and BTK would have retired from the market.

A cost–benefit analysis of the scenario is undertaken where costs are availed
from market place as well as from the information collected under primary survey.
To manufacture bricks, the producer has to bear two types of costs, one which are
upfront, capital costs required to establish the setting up of the kiln. The other cost
is the operational cost, through which daily production is materialized. As capital
cost is a one-time cost, it is converted into a daily cost using 15% interest rate,
25 years of operation period and average production capacity of each kiln type. The
operational costs include fuel, electricity, raw material, freight in and freight out,
maintenance and labour cost. For each type of kiln, total production cost per 1000
bricks is presented in Table 1.

CEA analysis is performed where the costs per scenario in the given year is
calculated. The mitigation potential for the same year is acquired from the scenario
analysis, wherein the global warming potential (GWP) 20 values are used tomake the
emissions comparable in CO2 equivalent. GWP of 20 years is used as the maximum
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Fig. 3 SLCP emissions change in terms of Tg CO2 equivalent a from promulgated policies (S2)
to reference scenario (S1) b from prospective policies (S3) to reference scenario (S1)

residence time of SLCP is 10 years, making it impossible for the emissions to exert
its warming capacity by 100 years. Moreover, to develop a policy, a reasonable
timeframe of 20 years is considered, as in the rapidly changing world, a century
becomes too long. Hence, the benefits are accounted in Tg CO2 eq. for the given
scenario in the given year. Finally, a mitigation cost is calculated by dividing cost
with the emissions in the given year for the shift in the scenario from reference
scenario towards promulgated policies (S2) or prospective policies (S3).

4 Future of Bricks

As production of bricks is expected to increase at 6.6% per annum growth rate
throughout the study period, the total production of bricks increases up to 2.3 trillion
bricks per year by the end of 2050. As per the technology distribution, reference
scenario is the least developed with highest energy consumption leading to highest
emissions. SLCPs are the focus of the study, specifically the oneswhich showpositive
GWP20 value, such as BC, CO, N2O, CH4 and NMVOC. The GWP20 values have
been used from the IPCC fifth assessment report (Myhre et al. 2013). Promulgate
policies scenario (S2) assumes moderate changes in the technology diversions from
fired bricks, indicating lower penetration of non-fired bricks in the market, leading
to a decrease of 195 GT and 421 GT CO2 equivalent in 2030 and 2050, respectively
(Fig. 3a). However, when all the SLCPs including OC, SO2 and NOx are considered,
the emission reduction observed is 219 GT and 3955 GT CO2 equivalent in 2030
and 2050, respectively.

The prospective policies (S3) scenario moves towards the cleaner path, resulting
in a reduction of emissions compared to S2. In 2030, as much as 555 GT CO2 equiv-
alent can be reduced, by adapting non-fired bricks into use. The emission reductions
achieved could be as high as 1345 GT CO2 equivalent by 2050, if the dependence on
non-fired bricks is increased up to 70% (Fig. 3b). The reduction in emissions changes
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Fig. 4 Mitigation costs for 2030 and 2050 for S2 and S3 by achieving reductions compared to
reference scenario in Rs./tonne CO2 eq.

when negative SLCPs are included, the total emission reductions achieved in 2030
and 2050 amount up to 540 GT and 9227 GT CO2 equivalent, respectively. The net
reductions achieved are higher compared to the S2 scenario, even when compared
with only positive SLCPs.

Production costs have been discussed earlier which indicate that operational and
capital costs of VSBK are the highest amongst others. Even non-fired bricks have
lower capital and operational costs, indicating that promoting the use of non-fired
bricks is an economically and environmentally friendly option. As S3 promotes
boosted use of non-fired bricks, the cost paid for shifting technology leads to reduced
emissions at 300 billion Rs. in 2030 and 500 billion Rs. in 2050. On the other hand,
to follow the path indicated under promulgated policies scenario, the costs paid are
50 billion Rs. and 220 billion Rs. in 2030 and 2050, respectively.

Even though the costs incurred in achieving the path under S3 is high, mitigation
achieved is comparatively higher leading to mitigation costs of 59 Rs./tonne of CO2

eq. in 2030 and −339 Rs./tonne of CO2 eq. in 2050. The mitigation costs of S2,
on the other hand, are negative in 2030 and 2050 at −479 Rs./tonne of CO2 eq. and
−384 Rs./tonne of CO2 eq. due to reduced cost of production compared to S1 (which
is indicated in Fig. 4). All the comparisons are based on the reference scenario (S1);
where fired bricks are assumed to take up most part of the market demand. Even
though, the cost of mitigation for the non-fired bricks is higher under S3, the long-
term sustainability of the cement blocks is evident at similar cost in 2050.
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5 Aggregate Economic Implications of Brick Industry

SLCP reductions of as much as 1345 GT CO2 eq. can be achieved by technology
shifts of the brick manufacturing alone by 2050. The modest change in technology
could also achieve mitigation up to 22% and 25% reductions in the emissions by
2030 and 2050, respectively, compared to the reference scenario. Such a reduction
suggests an immediate potential mitigation opportunity to be tapped by minimum
efforts. However, the higher efforts could lead to emission reductions up to 60% in
2030 and up to 80% by 2050 under the prospective policy scenario (S3). To achieve
reduction, the costs paid under promulgated policies (S2) are lower compared to
prospective policy scenario (S3), where the additional costs required by 2030 is 11%
and reduces to 8% by 2050. On the other hand, prospective scenario requires a much
higher investment of 53% in 2030; however, the investment reduces with time to
20% by 2050.

Such investments are the addition over a period of time, making it possible for
the producers to plan their strategy wisely. Moreover, investing 20% additional to
the reference scenario may reap up to 80% of emission reductions is an attractive
prospective for the cleaner future only from brick production. The mitigation poten-
tial of SLCP is huge compared to CO2, as the recent study byMcKinsey suggests that
India has potential to mitigate 2.7 Gt CO2 per year in 2030 which is 54% reduction
from the business as usual scenario under the study (McKinsey 2009). The current
study shows that themoderate efforts could lead to reductions of 219Gt CO2 per year
by 2030. Moreover, the energy efficiency improvements are natural to an industry
with time; however, they have not been considered as a function of time in this study.
Considering the natural rate of efficiency improvement may lead to better emission
reductions in the given cost.

It is evident from the above discussion that SLCP mitigation is an important
aspect of climate change and mitigation debate with the additional benefits of local
air pollution mitigation. Considering the modest mitigation may also lead to huge
emission reductions compared to only GHG mitigation. The brick manufacturing
industry is one such easy target, wherein the growth can be controlled andmitigations
can be achieved. Technological standards should be set by the government in order to
mitigate the emissions. To target themitigation, costs paid by the industry is as low as
59 Rs./tonne CO2 eq. compared to 1500 Rs./tonne CO2 eq. required for reduction of
GHGs (McKinsey 2009).A policy should be proposed for brick industry to reduce the
emissions which will act as a bridge before the long-term actions are taken towards
GHG mitigation.

The study has delved into the environmental and economic impact of mitigation
from the brick industry for various scenarios in the given timeframe. The analysis
suggests that policy should have a short-term and a long-term focus targets, the short
term being from 2015 to 2030; 15 years of time span, and long term should extend up
to 2050. It would be advisable to slowly reduce emissions by directly converting fired
bricks manufacturing to non-fired bricks manufacturing. Such an approach would
reap better results in the short run and long run, as non-fired bricks cost less and
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emissions are also less. The study recommends a mitigation strategy specifically
designed for brick manufacturing with two sets of timelines and goals.

The study has comprehensively studied SLCPmitigation opportunities from brick
industry in the future with a set of plausible scenarios. However, it is not certain that
any of the scenario firmly represent the future of brick industry, rather combination of
such scenarios are likely outcome of the brick emissions. The scenarios are developed
based on the technologies that exists in the present, future innovation of technologies
have not been taken into account. Moreover, the costs assumptions under the study
are based on the current market prices, inflation over the future has not been taken
into account. Lastly, the sole focus of the study is on SLCPs; GHGs have not been
addressed in the study.

6 Summary

Globalwarming reductionswould require actions againstGHGmitigations; however,
SLCPs can provide an opportunity to slow down the warming in the short run.
Brick manufacturing is one such industry which can lead to potential mitigation
for SLCPs as well as local air pollutants. The study estimates emissions from two
policy scenarios: one promulgated and two prospective. Themitigation potentials are
compared with the reference scenario which is an extension of the existing trends of
brick production. The study extends to calculate mitigation cost per tonne of CO2 eq.
avoided using cost-effective analysis for which costs are assumed from the surveys
performed.

Under brick productions, the major mitigations are a result of technology change
from clamps to VSBK, and from fired bricks to non-fired bricks. The least polluting
bricks are non-fired bricks, as the pollution from the same comes from energy use
for the production process, which amounts to be almost null. On the other hand, the
costliest technology is VSBK, due to higher capital cost requirements. Currently,
promulgated policies advocate to use fired bricks manufactured from high-efficiency
path such as zigzag firing and VSBK; however, the share of fired bricks in the market
would remain higher at a total of 70 and 55% in 2030 and 2050, respectively. The
prospective policies are expected to promote use of non-fired bricks with a total share
of 40% in 2030 and 70% share in 2050. The resulting mitigation potentials are two
times compared to S2 in 2030 and 2.5 times in 2050.

An economic analysis using CEA tool has been used to compare the mitigation
costs for each scenario. As mentioned earlier, VSBK is the costliest technology
amongst all; the overall mitigation cost under S3 is highest at 59 Rs./tonne CO2

eq. in the short run (2030). The mitigation cost in 2050 reduces to −338 Rs./tonne
CO2 eq. due to proposed increase in non-fired bricks. On the other hand, S2 leads to
negative costs due to lower investment requirement with reduced number of blocks
required at−479 Rs./tonne CO2 eq. and−383 Rs./tonne CO2 eq. in 2030 and 2050,
respectively.
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From the above discussion, it is evident that in the long run, non-fired bricks
are environmentally and economically friendly. However, promoting VSBK as an
emission friendly option may not have economically sound effect on the country.
The current directive by CPCB suggests that any brick kilns producing bricks using
clamps or fixed chimney BTK has to convert the kiln into a natural draft zigzag
kiln (CPCB 2017). The study presented here advocates in the short-term to continue
with the zigzag firing technology and aim to slowly move towards the non-fired
bricks as it is financially more viable. However, there is no substitute for non-fired
bricks and must be promoted in the short as well as long run. Similarly, a policy
should be designed that reaps maximum benefits by putting in short-term cost of
59 Rs./tonne CO2 eq. with the potential reductions of 555 GT CO2 eq. by 2030 by
moving away from BTK and clamps. Whereas in the long term, non-fired bricks
along with no dependence on clamps and BTK by 2050 should be promoted costing
−338 Rs./tonne CO2 eq. to mitigate 1345 GT CO2 eq.
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Energy Efficiency Policies in India:
Implications for Climate Change
Mitigation

Manisha Jain, Anand B. Rao and Anand Patwardhan

Abstract The role of energy efficiency in meeting domestic energy challenges and
global environmental issues is well acknowledged. The need for policy interven-
tion to maximize the potential of energy efficiency that can be realized is also widely
accepted. The impact of the energy efficiency policies determines the extent to which
they address the barriers to adoption of efficiency measures. Evaluating the impact
of policy instruments is crucial to increase their effectiveness and maximize their
energy and emission reduction potential. The data to estimate the impact of a policy
intervention are often disaggregated, particularly in developing countries. The policy
interventions adopted in India to increase energy efficiency include information pro-
grams, regulations, financial incentives, and other market-oriented mechanisms. The
standards and labeling program is one the most important energy efficiency policies
in India. It has been found that the program has significantly contributed to the energy
and emission reduction in the country. A positive response from the consumers to
the program has also been reported. In this chapter, the policy interventions in India
to improve energy efficiency and impact on climate change mitigation are discussed.
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1 Introduction

As part of the international agreement, India has submitted to reduce the emission
intensity of its gross domestic product (GDP) by 33–35% from 2005 levels by 2030.
The role of energy efficiency in addressing the problem of carbon emissions and
climate change is widely acknowledged. But, many of the policies for promoting
energy efficiency implemented globally are derived originally from different ratio-
nales. In India, the primary drivers for the energy efficiency policies weremeeting the
demand–supply gap, enhancing energy access, increasing productivity, and reduc-
ing energy dependence. Energy efficiency is now also recognized as an important
contributor to mitigating the risk of climate change and environmental degradation
associatedwith energy use. The low adoption of cost-effective energy efficiencymea-
sures provided a basis for the policy interventions. The policy interventions adopted
in India include information programs, regulations, financial incentives, and other
market-oriented mechanisms. The standards and labeling (S&L) program, imple-
mented in 2006, a combination of information and regulation program, is a flagship
program to improve efficiency in appliances. The program has led to significant sav-
ings in the energy and emission reduction since its launch. The program has also
received a positive response from the consumers and the market for appliances.

In this chapter, an overview of the energy efficiency potential and barriers to
energy efficiency policies in India is presented. The impact of S&L program on
energy and emission reduction and consumer response is also discussed. The chapter
is divided into four sections. In Sect. 1, an introduction to the rising energy demand
of the country and the global challenge of climate change mitigation is given. In
Sect. 2, a review of studies that estimate the potential of energy efficiency and indicate
the possible barriers to adoption is presented, followed by a discussion on policy
interventions implemented in India. In Sect. 3, the impact of the S&L program in
energy savings, emission reduction, and consumer response to labels is presented.
The conclusions are summarized in Sect. 4.

1.1 India’s Energy Demand

The total consumption of energy from conventional sources in India increased at a
compounded annual growth rate (CAGR) of 5.5% from2006–07 to 2015–16 (MOSPI
2017). The largest consumption of raw coal (61%) and the second largest consump-
tion of natural gas (23%)were in electricity generation. The total electricity consump-
tion has increased at a CAGR of 8.2% from 456 billion units (BUs) in 2006–07 to
1001 BUs in 2015–16. India’s total emissions were 2137 million tonnes (MT) of the
CO2 equivalent greenhouse gas (GHG) emissions in 2010. In the overall emissions,
the energy sector was the most significant contributor (71%) followed by agricul-
ture (18%), industrial processes and product use (8%) and waste (3%). The land use,
land-use change, and forestry offset 12% of the total GHG emissions. The total GHG
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emissions from energy industries and electricity production were 42 and 38% of the
total emissions, respectively.

In 2015–16, the industry sector accounted for themost significant share in the total
electricity consumption (44%), followed by domestic (22%), agriculture (18%), and
commercial sector (9%). The electricity consumption in industry sector increased
at CAGR of 9.5% followed by domestic and commercial at CAGR of 8% during
2006–07 and 2015–16 (MOSPI 2017). As per GOI (2017), urbanisation is expected
to go up to 47%, and the population is predicted to go up to 1.6 billion by 2040. These
developments will result in the energy demand to increase by 2.7–3.2 times between
2012 and 2040. The energy demand from buildings in India, including residential
and commercial, is expected to grow at a CAGR of 7% during this period. As a result
of rising standards of living and increasing urbanisation, the penetration of electrical
appliances is rising. In 2011–12, television sets were possessed by 50% of the rural
households compared to 26% in 2004–05, and by 80%urban households compared to
66% in 2004–05. Refrigerators were possessed by 44%urban households in 2011–12
compared to 32% in 2004–05.

The data on household’s monthly electricity consumption show that in the urban
and rural areas, the share of households consuming less than 100 kWh per month
is 60 and 90%, respectively (Chunekar et al. 2016). The appliance-specific energy
consumption is commonly estimated using appliance ownership and usage patterns.
The estimates vary across studies due to a difference in assumptions. Room air
conditioners and refrigerators are one of the major contributors to the total electricity
consumption in households. The sale of room air conditioners in India has increased
from amillion in 2003–04 to 3.1million in 2010–11 and is estimated to be 4.3million
in 2016–17. The total number of refrigerators sold in 2010–11 was 8 million. These
two appliances have been mainly studied in the literature owing to their significant
contribution in electricity consumption and their potential in energy savings. It has
been found that in addition to income and urbanisation, an increase in the number of
cooling degree days may also contribute to an increase in appliance sales.

1.2 The Challenge of Mitigation

The global mean surface air is warming approximately proportional to cumulative
CO2 emissions. The relationship has been called the transient climate response to
cumulative carbon emissions and has been used to link a global quota on cumulative
CO2 emissions to a nominated temperature threshold with a specified probability
of success (Friedlingstein et al. 2014). Following the Copenhagen Accord in 2009,
the United Nation Framework Convention on Climate Change (UNFCCC) formally
decided in 2012 to pursue actions in line with a target to hold global temperature
increase to below 2 °C above pre-industrial levels. About two-thirds of the available
budget for keeping warming to below 2° have already been emitted (Friedlingstein
et al. 2014).
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Limiting warming to any level implies that the total amount of CO2 that can
ever be emitted into the atmosphere is finite implying that global CO2 emissions
need to become net zero. Limiting global warming to 2° requires negative CO2

emissions (Gasser et al. 2015). It has been found that the positive CO2 emissions are
more effective at warming than negative emissions are at subsequently cooling, and
the cooling effectiveness of negative CO2 emissions decreases if applied at higher
atmospheric CO2 concentrations, further emphasizing the need for urgent action.

As part of the Paris Agreement in 2015, countries submitted plans for post-2020
to address a range of issues relating to climate change mitigation and adaptation.
In these plans, known as Intended Nationally Determined Contributions (INDCs),
countries have committed reduction of GHG emissions and have identified specific
actions for the same. Rogelj et al. (2016) find that the INDCs collectively lower
GHGs compared to where current policies stand, but still implies median warming
of 2.6° to 3.1 °C by 2100. After the Paris Agreement, the INDCs are now nationally
determined contributions. Studies have reported that if the current NDCs are found
to be inadequate, there is a possibility of enhancement in the target in a potential new
climate agreement in 2020 (Friedlingstein et al. 2014). As part of this agreement,
India has submitted to reduce the emissions intensity of its GDP by 33 to 35%
by 2030 from 2005 level. The mitigation strategies to achieve the target include
reducing energy demand by energy efficiency and infrastructure development and
meeting energy demand by renewable energy sources (GOI 2015).

In the literature, there is a divergence in view on technology readiness to address
the carbon and climate-related problem over the short and the long term (Hoffert et al.
2002; Pacala and Socolow 2004). However, the importance of end-use efficiency in
meeting the short-term climate mitigation is well established (Pacala and Socolow
2004; Dietz et al. 2009). The negative emission technologies are at an early stage
of development, and hence, it is recommended that conventional mitigation, that is,
reduced consumption of fossil fuels should remain a significant part of any climate
policy aiming at this target.

2 End-Use Energy Efficiency

Most of the research and policy action relating to end-use efficiency began post-
oil crisis in the 1970s. A techno-economic approach is most commonly used to
calculate the potential of energy efficiency. The techno-economic studies are based
on life-cycle cost analysis of efficiency measures. The costs and benefits of a durable
are calculated over its lifetime and discounted at a market rate of interest for the
individual. The investment with the lowest life-cycle cost is preferred to all other. The
concern on profitable energy-saving measures not undertaken has been extensively
studied in the literature indicating the presence of market failures such as inadequate
information, indifference to energy cost, low energy cost, high capital cost, etc.
Various policy interventions have been made, and the impact of these programs are
being studied.
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2.1 Estimates of the Potential and Barriers

Several studies have estimated the potential of end-use efficiency in India over the last
three decades. In one of the early estimates, Nadel et al. (1991) assessed the techni-
cal and achievable conservation potential of end-use efficiency in different scenarios.
The savings were estimated from twenty-seven conservation and load management
measures using detailed techno-economic approach. The study determined that sav-
ings of 104–167 BUs were possible in 2004–05 from 1990 to 91, which is around
20% of the projected consumption. The weighted average capital cost of the mea-
sures was found to be |8800/kW. Reddy and Parikh (1997) estimated the economic
and environmental impact of twelve actions in industries and found that 9.2% of the
energy requirement can be reduced annually during 1995–2010 (around 113 BUs
in 2010). Shrestha et al. (1998) estimated the economic potential of electricity gen-
eration savings from national, utility, and user perspective for appliances used in
different sectors such as bulbs, refrigerators, and motors. The study estimated that
around 1494 BUs could be saved during the period 1997–2015 which is 10% of the
total cumulative electricity generation. The potential of the efficiency improvements
in the residential sector from lighting and refrigerators was found to be 7.9% of the
cumulative electricity generation.

In more recent studies, McNeil et al. (2008) calculated cost-effectiveness poten-
tial of air conditioners, refrigerators, motors, and transformers. The study projected
that the electricity consumption of these four products would reach 410 BUs by
2020 and 4.3% of the total electricity consumption (54 BUs) can be saved using
cost-effective measures from the base year of 2005. Garg et al. (2011) estimated the
potential of energy savings from efficient air conditioners and refrigerators in the
residential and commercial sector, and agriculture pumps in the agriculture sector
in Gujarat. Assuming penetration rate of efficient technologies, the study estimated
saving of 8.8 BUs over a period of 10 years from 2006 to 07. In the most recent study,
Parikh and Parikh (2016) estimated the annual energy savings and emission reduc-
tion from efficiency improvements in air conditioners, refrigerators, televisions, and
ceiling fans. The study estimates a range of electricity savings from these appliances
between 52 and 151 BUs in 2030 from 2009 depending on the penetration of efficient
technologies without any financing.

The projections in the studies discussed have used stock forecast approach to
calculate the aggregate saving in the given period. The savings are estimated based on
cost-effectiveness metrics such as the cost of conserved energy or the life-cycle cost.
The results are not comparable due to differences in end-use technologies, period,
and other assumptions. While most studies calculate the total economic potential
assuming a 100% penetration of cost-effective technologies, other studies assume
a penetration rate to account for other factors such as barriers to penetration of
efficient technologies. The cash flows in energy efficiency investments are spread
over a given period, and hence, assumptions on discount rates, duration of project
or life of the appliance, and changes in electricity cost are also made. The potential
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of CO2 emission reduction is calculated by multiplying the electricity savings in the
generation with the emission factor for electricity generation.

The top three barriers identified byNadel et al. (1991) to energy efficiency in India
were lack of information, measure cost exceeding willingness to pay and electricity
prices lower than marginal costs and the cost of electricity production. Given the
existing efficiency programs, the study made several recommendations and empha-
sized on promoting high-efficiency technologies in India. Reddy (1991) presented
an actor-centric approach to identify a comprehensive list of barriers for different
stakeholders such as consumers, equipment manufacturers and providers, gener-
ation and distribution utilities, financial institutions and policymakers. The study
suggested a combination of measures with a focus on policy assisted and market-
oriented mechanisms. The study also emphasised on promoting innovation rather
than energy efficiency alone. The study suggested that poor consumers have less cap-
ital, less information, and are more risk averse and hence offering financing schemes
on efficient alternatives to convert the initial down-payment into a payments stream
that coincides in time with the savings stream only to those who are first cost sen-
sitive should be considered. Reddy (1996) offered some intervention mechanisms
for the promotion of energy-efficient appliances, such as financial incentives like
rebates and tax subsidies, installing energy-efficient equipment in households by
government/electricity boards and collecting the payments in monthly installments
and educating the consumers.

2.2 Policy Interventions

Following the oil crisis in the 1970s, several policy interventions have been made
globally to address the barriers to energy efficiency. The first major policy initiative
in India to coordinate various activities associated with the efficient use of energy
and its conservation was the enactment of the Energy Conservation (EC) Act in
October 2001. The EC Act provided creation of the Bureau of Energy Efficiency
(BEE) which was established in March 2002. BEE works under the Ministry of
Power and is responsible for spearheading the improvement of energy efficiency
in the economy through various regulatory and promotional instruments. Among
the responsibilities of BEE are the planning, management, and implementation of
appliance standards and labeling (S&L), as well as Energy Conservation Building
Codes. The Indian electricity sector is governed by the Electricity Act 2003, under
the premise of which the Government of India notified the National Electricity Policy
(NEP) in 2005. The policymandated the BEE to set standards on energy conservation
with a voluntary and self-regulating approach, to begin with, followed by a more
regulatory approach. The Integrated Energy Policy Report (IEPR) released in August
2006 entrusted distribution utilities to undertake energy efficiency and demand-side
management (DSM) programs.

In 2008, the National Action Plan on Climate Change (NAPCC) was introduced
to address the growing issue of climate change. The plan identifies energy efficiency
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as an essential tool for addressing climate change issues. One of the eight missions
of the plan is the National Mission for Enhanced Energy Efficiency (NMEEE). The
four pillars of the NMEEE include a market-based mechanism to improve energy
efficiency in energy-intensive industries, accelerating the shift to energy-efficient
appliances in designated sectors, and to make the products more affordable, the
creation of mechanisms that would help finance demand-side management program
and the development of financial instruments to promote energy efficiency. The policy
regime before the ECAct and till the formulation of the NAPCC is presented in detail
by Balachandra et al. (2010).

The three most widely used policy interventions in developing countries identi-
fied in the literature are information programs, regulations, and financial incentives
(Kelly 2012). Information programs such as appliance labeling address the barrier
of inadequate information to consumers, regulation such as efficiency standards on
appliances limit consumer choices and address barriers such as insufficient informa-
tion and indifference to energy costs, and financial incentives aim to lower the high
capital cost of efficient technology and push the market toward higher efficiency.

In the industry sector, BEE implemented the Perform, Achieve, and Trade (PAT)
scheme in 2012 under NMEEE. PAT scheme is a regulatory instrument linked with
market mechanism by way of certification of energy savings. The identified energy-
intensive industries, called as designated consumers, were given unit-specific targets.
The targets were designed to reflect relative responsibility by giving less target for
more efficient and more for less efficient. It covered 478 designated consumers in
eight energy-intensive industrial sectors accounting one-third of total energy con-
sumption in the country. A decline of 4–5% in the specific energy consumption of
designated consumers in 2015 from 2012 has been reported.

The first large-scale program implemented for appliance efficiency was the S&L
program in 2006. It is a combination of information and regulatory intervention with
the objective to inform consumers about actual and relative electricity consumptions
of appliances and remove least efficient models from the market. In 2010, the Gov-
ernment of India initiated the Bachat Lamp Yojana (BLY) to transform the lighting
market from incandescent lamps to energy efficiency compact fluorescent lamps
(CFLs). In 2015, the BLY scheme was replaced by National LED program, renamed
in 2016 as Unnat Jyoti by Affordable LEDs for All (UJALA) to promote energy-
efficient LED lamps. The UJALA scheme has been extended to energy-efficient
tube-lights and fans and is now renamed as Unnat Jeevan by Affordable LEDs and
Appliances for All. These programs aim to reduce the high cost barrier to adoption
of efficient technologies. The scheme operates in conjunction with the S&L program
as the energy-efficient ceiling fans are identified by their labels. The impact of these
programs on energy and emission reduction has been reported in the relevant policy
documents. The savings are estimated primarily using engineering approach. How-
ever, study on the impact of the programs on consumers has not been undertaken. In
the following section, a detailed analysis of the S&L program in India and its impact
on energy and emission reduction and consumer repose is presented.
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3 Standards and Labeling Program in India

BEE launched the S&L program with the objective to provide information on the
electricity consumption of appliances to the consumer and remove the least efficient
models from the market. The S&L program was developed using consumer research
and stakeholder interactions to integrate consumer preferences in the design process
(Dethman et al. 2000). The label design research was initiated in 1999, and the
programwas launched inMay 2006 under the name of the National Energy Labeling
Program. The program is implemented by the Bureau of Energy Efficiency (BEE)
under the provisions of the EC Act 2001 (CLASP 2007). Under this program, a
comparative star-labeling system has been established where higher numbers of stars
imply lower electricity consumption. A total of twenty-one electrical appliances
have been covered by 2016–17 (BEE 2017). The EC Act 2001 was amended in
2010 which provided a process for the phasing out of energy-inefficient products
for which mandatory labeling had been introduced. There are now six appliances
on which labeling have been made mandatory. For the appliances under mandatory
labeling, the lowest level of efficiency is the minimum energy performance standard
(MEPS). The labels are also mandatory for tubular fluorescent lamps, distribution
transformers, electric geysers, and television.

3.1 Energy Savings and Emission Reduction

Few studies have evaluated the impact and the potential of the S&L program in
energy savings and emission reduction. GOI (2014) shows that the estimated savings
in electricity consumption from labeling of four key appliances—air conditioner,
refrigerator, ceiling fan, and television—are 136.8BU in 2030. The estimated savings
are from the use of star-rated appliances as compared to non-rated appliances in 2030
from 2009 to 10. The penetration rates of the star-rated appliances are assumed based
on the cost-effectiveness of higher star rating. The contribution of air conditioners
and refrigerators in the estimated saving is 23% and 54%, respectively. Dhingra et al.
(2016) report the cumulative energy saving and emission reduction achieved from
the S&L program in 2012. The total energy saved from eight product categories is
estimated to be 6 BUs andGHG reduction of 5.5Mt of CO2 in 2012. The contribution
of air conditioners and refrigerators in the savings and emission reduction is 22
and 61%, respectively. The cumulative energy savings estimated by BEE (2018) in
2016–17 since 2011–12 are 81 BUs from all appliances covered under the program.

The S&L program was implemented in 2006, and the air conditioners and frost-
free refrigerators were the first two appliances on which the labeling was made
mandatory in 2010. The data on the share of different star rating in the total sales
are available on the Web site of BEE from 2011–12 to 2017–18 (BEE 2018). The
impact of labeling program is seen on the sales of the labeled products since the
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Fig. 1 Share of star rating in total sales of air conditioners and refrigerators in India

launch of the program. As shown in Fig. 1, the share of higher star rating model has
been increasing since the launch of the program.

The star rating on air conditioners is given based on a range of energy efficiency
ratio (EER) calculated using cooling output (W) and power input (W). The lowest
level of allowed EER corresponds to the lower value of the range of 1-star rating. The
star rating in refrigerators is given based on a range of electricity consumption calcu-
lated using total adjusted volume, constant multiplier (kWh/litre/year), and constant
fixed allowance (kWh/year). The maximum allowed electricity consumption corre-
sponds to the lower value of the range of 1-star rating. The minimum allowed EER
for room air conditioners have been increased two times in 2012 and 2014. The
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Table 1 Periodic strengthening of performance standards of split air conditioners in India

Range of EER (W/W)

2010–11 2012–13 2014–

Min Max Min Max Min Max

1-star 2.30 2.49 2.50 2.69 2.70 2.89

2-star 2.50 2.69 2.70 2.89 2.90 3.09

3-star 2.70 2.89 2.90 3.09 3.10 3.29

4-star 2.90 3.09 3.10 3.29 3.30 3.49

5-star 3.10 3.30 3.50

Table 2 Periodic strengthening of performance standards of frost-free refrigerators for a given
storage volume in Indiaa

Range of electricity consumption (kWh/y)

2010–11 2012–13 2014–15 2016–

Min Max Min Max Min Max Min Max

1-star 1015 812 812 650 520 416 416 333

2-star 812 650 650 520 416 333 333 266

3-star 650 520 520 416 333 266 266 213

4-star 520 416 416 333 266 213 213 170

5-star 416 333 213 170

aStorage volume of 250 litre

maximum allowed electricity consumption of frost-free refrigerators has been
decreased three times in 2012, 2014, and 2016. The impact of the strengthening
of standards on the range of EER for split air conditioners and the range of elec-
tricity consumption for frost-free refrigerators of the most commonly sold size of a
refrigerator in different star rating categories is shown in Tables 1 and 2.

The impact of the strengthening of standards on the share of the star rating in the
two appliances is also seen in Fig. 1. In the air conditioner sales, the share of 3-star
and 5-star has increased steadily despite an increase in efficiency standards in 2012
and 2014. In the refrigerator sales, after an increase of standards in 2014, the market
is dominated by 2-star and 3-star refrigerators. This shows that the impact of the
strengthening of the standards is not the same in the two appliances. Particularly, this
indicates that after strengthening of standards, the air conditioner market continued
moving toward higher star rating, but the refrigerator market shifted from higher star
rating models to lower star rating models.

The impact on the electricity consumption of the two appliances due to the pro-
gram can be calculated using data on the share of star rating in sales and allowed
electricity consumption in each star rating. The maximum allowed electricity con-
sumption in each star rating is used to calculate the maximum weighted electricity
consumption in the two appliances. The annual electricity consumption of refriger-
ators under test conditions is given on the star labels in kWh/year. The information
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Fig. 2 Star rating range and sales-weighted electricity consumption of air conditioners and refrig-
erators in India

on the labels relating to the electricity consumption of air conditioners is the EER.
The annual electricity consumption of air conditioners can be calculated by assum-
ing usage and compression ratio. The cooling capacity of a 1.5-ton air conditioner is
5275W (18,000 Btu/hr). The ratio of cooling capacity and EER gives the power input
of the air conditioners. The annual electricity consumption in different star ratings
is calculated assuming compression ratio of 70% and usage of 1000 h. The range of
electricity consumption between 1-star and 5-star rating and the sales-weighted elec-
tricity consumption using the maximum allowed electricity consumption is shown
in Fig. 2.

The electricity consumption of the air conditioners has declined at an average
annual rate of 3% during 2011–2017. The percentage of reduction in energy con-
sumption in refrigerators in the period 2011–2017 is 8%. The electricity consumption
is calculated for the most commonly sold sizes of the two appliances for comparison
purpose. The sales-weighted electricity consumption is estimated using the maxi-
mum allowed electricity consumption in each star rating band and hence is only
indicative of the change in electricity consumption. The maximum allowed electric-
ity consumption of air conditioners and refrigerators decreased at annual rate of 2.3
and 12%.

A rough estimate of the realized energy savings from the program can be made
using the growth rate in sales of appliances and the change in the rate of efficiency
improvements due to the program. The sales of room air conditioners have increased
from a million in 2003–04 to 3.4 million in 2010–11 and are estimated to be 4.3
million in 2016–17 suggesting a CAGR of 10% over the last thirteen years. The sale
of refrigerators has increased from 8.4million in 2010–11 to 11.4million in 2016–17
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growing annually at 7%. It has been reported in the literature that in the absence of
S&L program the rate of efficiency improvements will be in the range of 0.5–1%.
Assuming 1% annual reduction in energy consumption in the absence of the S&L
program in India, the savings due to 3 and 8% reduction in electricity consumption of
air conditioners and refrigerators, respectively, are calculated. The cumulative energy
saving in 2016–17 from 2011 is 3.5 BUs due to air conditioners and 4.3 BUs due to
refrigerators. The cumulative energy saving from the two appliances from 2011 to
2017 is approximately 7.8 BUs.

The electricity savings at the generating plant is calculated by taking into account
the transmission and distribution losses (T&D). The emission reduction is calcu-
lated by multiplying the saving at the generating end by the emission factor for
electricity generation. In India, the CO2 emission factor for all grids in 2013–14
was 0.83 t CO2/MWh, and the T&D losses in 2015–16 were 22%. The cumulative
emission reduction due to energy efficiency improvements in air conditioners and
refrigerators is 7.8 MT of CO2 equivalent.

The potential cumulative energy reduction can be calculated assuming the growth
rate of annual sales of appliances and reduction in energy consumption due to energy
efficiency. If the energy consumption of the two appliances continues to decrease at
3% annually, the energy consumption of average appliance in 2035 will be equal to
the most energy-efficient appliance in India in 2017–18. If the sales of appliances
continue to grow at the current rate and the energy consumption decrease at 3% each,
the emission reduction from the two appliances will be 156 Mt CO2 equivalent in
2035. The emission reduction can be accelerated by boosting the rate of efficiency
improvements in appliances.

3.2 Consumer Response

The rate of energy efficiency improvements in appliances and hence the potential
of emission reduction depends critically on consumer willingness to pay (WTP) for
higher efficiency. Based on a country-level survey, Dhingra et al. (2016) show that
consumers have responded positively to the S&L program. The study reports that
energy efficiency is not a top priority for the consumer in the purchase decision as
compared to other factors such as product life and brand name. The consumer WTP
for a labeled product is also estimated using direct elicitation method. It is found that
most consumers are willing to pay 10% price premium for a labeled product.

In a recent study by the authors, the consumer WTP for the presence of labels
and higher star rating is estimated using a discrete choice experiment. In a stated
preference survey in April 2015, the choices of a random sample of 302 consumers
in Mumbai suburban district were observed in a hypothetical purchase of air con-
ditioners and refrigerators. The findings of the study on consumer preference for
labels in air conditioner purchase can be found in Jain et al. (2018). It is found that
consumer WTP for the presence of a label on air conditioners is 36% of the price of
the air conditioner. It is also found that the consumer preference for star rating levels
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varies in the sample such that 69 and 78% of consumers place a positive value on
the 3-star and 5-star, respectively. The mean of the value placed on the 3-star and
5-star is 12 and 25% of the price of air conditioner, respectively. The consumerWTP
for higher star rating is also found to be varying in the sample. The distribution of
WTP is such that 62% of the consumers have placed a higher value on the 5-star
over 3-star. The mean WTP for the 5-star as compared to 3-star is 12% of the mean
price of the air conditioner. The differentiated response to the star rating levels in
refrigerators is also reported by the authors in Jain (2018). It is found that consumers
differentiate between star rating levels in air conditioners but not in refrigerators. In
a between-group experiment design, the impact of additional information on annual
operating cost on consumer WTP is also estimated. The impact of the additional
information is not significant in air conditioner purchase. However, the consumers
use the annual operating cost information in refrigerator purchase to differentiate
between star rating levels.

Empirical research on consumer response to policy intervention can provide useful
input to improving the effectiveness of energy efficiency policies. For example, as
found by the authors, the difference in consumer response to labels in air conditioners
and refrigerators shows that even large appliances cannot be considered together in
policy design. Energy efficiency programs are sometimes designed in conjunction
with labeling programs such as information programs and financial incentives. The
choice between alternative policy instruments based on cost-effectiveness can be
facilitated by research on consumer response. For example, it is found that in general,
consumers have highWTP for efficient air conditioners andmay not require financial
incentives for adoption of higher-rating models. Consumers are also found to have
highWTP for efficient refrigerators. However, the reported indifference to star rating
levels could be due to factors such as lack of information on operating cost. Hence,
provision of information on operating cost can be considered to increase the rate of
penetration of high star rating refrigerators.

4 Conclusions

The mitigation strategies identified in India’s NDC to achieve the emission reduction
target rely upon technology policies. Ensuring efficient outcome of these policies is
hence critical. Energy efficiency is playing an important role in the reduction of
emissions intensity of the Indian economy. The improvements in energy efficiency
in appliances have been facilitated by policy interventions such as information pro-
grams, regulations, and financial incentives. The potential of energy efficiency can
be realized by monitoring the impact of the existing programs and designing new
programs to complement the existing programs. Development of database of key
parameters relating to the program to facilitate empirical research can contribute in
overcoming the barriers to program evaluation. Improving the effectiveness of policy
interventions by timely evaluation can enhance the contribution of energy efficiency
to energy savings and emission reduction.
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